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Book Review

1 Every once in a while and at unpredictable inter-
vals, books are published which sum up an emerging 
trend in digital technology and explain its future im-
pact on society and the regulatory system. Amongst 
such books one might list Nicholas Negroponte’s Be-
ing Digital (1995), Hal Varian’s and Carl Shapiro’s In-
formation Rules (1999), Jeremy Rifkin’s Age of Access 
(2000), Lawrence Lessig’s Code and Other Laws of Cyber-
space (also 2000) and now Victor Mayer-Schönberg-
er’s and Kenneth Cukier’s Big Data (2013). Of course, 
to qualify a book as ‘important’ in the sense that it 
spots a major trend, correctly describes this trend’s 
future impact upon society and makes an imprint on 
subsequent discussion is only possible in retrospect. 
The saying traditionally attributed to Nils Bohr ac-
cording to which “prediction is very difficult, espe-
cially about the future” also holds true in this re-
spect. After all, ‘big data’ might just be another one of 
those buzz-words succeeding the rather short-lived 
‘cloud computing’ and already being supplanted, at 
the time of publication of Meyer-Schönberger’s and 
Kenneth Cukier’s book, by the term ‘smart data’.1 
However, there is some credible evidence that big 
data does indeed “mark an important step in human-
kind’s quest to quantify and understand the world”, 
as the authors – the first a professor at the Oxford 
Internet Institute and author of Delete: The Virtue 
of Forgetting in the Digital Age (2009), the second The 
Economist’s data editor – claim at the end of their in-
troductory chapter.2

2 What are the reasons why ‘big data’ – which suggests 
a mere increase in the amount of data collected and 

processed – will lead to a fundamental change as the 
authors pretend? The answer is that rather than re-
sulting in a quantum leap, the increase of data re-
sults in a qualitative change of data collection and 
analysis. This qualitative change is threefold. First, 
there is more – as a matter of fact, much more, and 
in some cases all – data relating to a particular phe-
nomenon that can be analysed.3 This represents a 
marked shift from earlier times when only samples 
of data were available that merely represented the 
total reality analysed. Second, in the authors’ words, 
data will be “messier”, i.e. “looking at vastly more 
data … permits us to loosen up our desire for exac-
titude”,4 which again contrasts with the days when 
the basis for analysis was representative data, which 
had to be as accurate as possible in order not to pro-
duce incorrect results. Third, and perhaps most im-
portantly, big data analysis merely searches for cor-
relation rather than for causality, which is a decisive 
“move away from the age-old search for causality”.5 
This move away will lead to a change in the way we 
explain the world (think of the new field of com-
putational social sciences which supplanted ear-
lier empirical methods based on sample statistics). 
It will likewise result in changes in the information 
economy and the way we organize our institutions. 
This “datafication” of society, as the authors call it, 
is driven by digital data collection undertaken both 
by public authorities and private companies, from 
public sector information, customer data, satellite 
data to data collected by the increasing number of 
geo-positioned devices.6
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3 As regards the economy, a new “treasure hunt” has 
just begun, which is “driven by the insights to be ex-
pected from data and the dormant value that can be 
unleashed by a shift from causation to correlation”.7 
While new markets are emerging, the question is 
whether companies that possess huge amounts of 
data should keep them for themselves, whether they 
should hand them over to big data analysts who ag-
gregate them with data resources from other com-
panies thus creating added-value to be sold back to 
the initial producers/owners of data, whether com-
panies should license their data to third parties or 
even competitors, or whether they should make 
them openly – and freely – available to everyone 
(as has been opted for, one might add, by the legisla-
ture with regard to public sector information8). Last 
but not least, there is the tricky yet important issue 
of how to price data. It appears that as of yet, little 
clarity exists regarding the answer to the question 
of which model should be adopted in which case. 
However, almost certainly, the shift from traditional 
modes of data analysis to the analysis of big data 
will produce both winners and losers. According to 
the authors, in the big data value chain composed 
of big data holders, intermediaries – i.e. data spe-
cialists with expertise or technologies to carry out 
complex analysis – and “companies and individuals 
with a big data mindset”,9 data owners and those 
with a big data mindset will most likely be on the 
winner’s side. In contrast, according to the authors, 
in many areas, we’ll see the “demise of the expert” 
whose decisions are mainly based on year-long expe-
rience, whereas newly emerging data analysts who 
often come from fields outside of the area analysed 
will take over. But these intermediaries also operate 
on shaky ground, the more the tools for analysing 
data will become generally available. Also, data own-
ers are in a position to keep their data as property. 
Summing up, the authors conclude that it will be the 
data itself which will be the most important asset in 
the big data value chain. In the book, the authors 
describe and explore each of these trends in sepa-
rate chapters under the rather simple and straight-
forward headings “Now”, “More”, “Messy”, “Corre-
lation”, “Datafication”, “Value” and “Implications”.

4 Of course, this new development will not come with-
out “Risks” (the “dark side of big data” as the authors 
call it), and these risks call for “Control”, if the fu-
ture (“Next”) will be mastered without loss of hu-
man freedom and individual responsibility. These 
risks are also threefold. First, with the new insights 
big data provides to those who analyse them, pri-
vacy and data protection are threatened even more 
than they already are on the Internet.10 Second, the 
correlations found on the basis of big data between 
certain indicators and the behaviour of groups of 
people results in the “possibility of using big data 
predictions about people to judge and punish them 
even before they’ve acted”. Needless to point out, 
such “penalties based on propensities … negate ideas 

of fairness, justice and free will”.11 Third, the dan-
ger exists that data and numbers will be fetishized 
and relied on even in instances where the numbers 
are not the only factor on which an appropriate de-
cision should be based. In sum, “handled responsi-
bly, big data”, the authors believe, “is a useful tool 
of rational decision-making”. However, the authors 
fear, “wielded unwisely, it can become an instru-
ment of the powerful, who may turn it into a source 
of repression”.12

5 What do the authors propose in order to control the 
risks just described? What is lost and what will have 
to be preserved? 

6 As regards privacy, it is obvious that existing data 
protection rules are at odds with big data. Data pro-
tection’s three fundamental principles of (1) data 
avoidance, (2) specification of purpose of use and 
(3) prohibition on passing on data without consent, 
can hardly be maintained in view of the three funda-
mental conditions on which big data analysis rests, 
namely (1) to collect as much data as possible, which 
(2) are used for purposes other than those for which 
the initial consent was given, and which (3) are com-
bined with data held by other sources. In addition, 
in many instances, anonymisation of personal data – 
the traditional means of redress – will not be of help 
when it comes to analysing big data. Since banning 
the collection and use of big data is not a viable al-
ternative, the authors propose to move from pri-
vacy to accountability (in a way similar to the shift, 
in the Gutenberg era, from censorship to freedom of 
expression on the one hand, and legal responsibil-
ity in case of libel and slander on the other hand). In 
other words, in the alternative privacy framework 
Mayer-Schönberger and Cukier propose, big data us-
ers should as a rule have the permission to collect, 
store and analyse personal data as much and for as 
long and for whatever purpose they want. Of course, 
“legislators may choose different time frames for re-
use, depending on the data’s inherent risk, as well as 
on different societies’ values”.13 As a counterpart, ac-
cording to the authors, big data users should be held 
accountable for adverse results of their actions. In 
addition to this regulatory shift from “privacy by 
consent” to “privacy through accountability”, the 
authors rely on technical innovation, mainly tech-
niques of “differential privacy” which blur data so 
that correlations may still be detected without re-
vealing results which make it possible to identify a 
particular individual. 

7 Regarding the problem of judging individuals ac-
cording to group propensities, the authors propose  
“a guarantee that we will continue to judge people by 
considering their personal responsibility and their 
actual behavior, not by ‘objectively’ crunching data 
to determine whether they are likely wrongdoers”.14 
Most importantly, the authors call for monitoring 
and transparency of the algorithms which establish 
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the correlations and which in almost all cases con-
stitute a black box. Inspired mainly by the German 
model of the internal data protection official and 
external auditing systems as well as the dual role of 
in-house accountants and outside auditors, the au-
thors propose the mandatory creation of both inter-
nal and external “algorithmists”. Their task should 
be to “monitor big data companies’ activities”, to act 
“as impartial auditors to review the accuracy or va-
lidity of big-data predictions whenever the govern-
ment requires it” and to “perform audits for firms 
that want expert support”.15 Finally, “as the na-
scent big data industry develops, an additional crit-
ical challenge will be to safeguard competitive big-
data markets”. This challenge the authors want to 
meet by way of antitrust regulation preventing abu-
sive power comparable to the regulatory systems 
that established competition and oversight in the 
area of earlier monopolistic or oligopolistic tech-
nologies such as  railroads, steel manufacturing and 
telegraph networks. 

8 Ultimately, the authors are “confident” that with 
these new strategies in place, “the dark side of big 
data will be contained”.16

9 Most, if not all of this makes perfect sense, and the 
book addresses the major issues that can be spotted 
at present. However, a couple of additional issues 
can already be pointed out which the book does not 
yet address. For example, the aspect of nature of le-
gal “ownership” of data is not dwelt on, nor is the 
issue discussed whether or not performing an anal-
ysis of someone else’s big data infringes upon the 
extraction and reutilization right under the sui ge-
neris protection regime of the EU database Direc-
tive.17 Undeniably, there is always factual “owner-
ship” of data by those who have first collected them. 
But the authors only briefly mention possible strat-
egies of benefiting from the economic value which 
these data may hold. Should a particular company 
keep those data for itself? Should it entrust a data-
intermediary with its analysis and pay for the re-
sults of the analysis? Should it license the data or 
even make them generally available for free? Some 
additional guidance similar to the one given in the 
book by Varian and Shapiro mentioned above with 
regard to doing business on the Internet still seems 
to be called for regarding the economics of big data, 
both on the level of micro- and of macro-econom-
ics. The crucial question is, under what conditions 
will an individual firm and the society at large ben-
efit from big data analysis? Most likely, this answer 
will depend on the amount of data collected and on 
the quality of the algorithms performing the anal-
ysis, as well as on the extent to which the data and 
the analysing software tools will become available 
to third parties.

10 If, in this respect, the authors address the problem 
of judgment of individuals by propensities both as 

one of the individual vis-à-vis the state and vis-à-
vis private firms, their proposed safeguard of pro-
cedural guarantees only seems to address the area 
of criminal law, i.e. the relationship between state 
and citizen. In contrast, they do not provide a hint 
as to how effects of scoring activities on individu-
als should be dealt with. Rather, in this respect the 
authors focus on the core problem that the algo-
rithms designed to detect correlations in the mass 
of data from different sources are not transparent. 
In most cases, they are private property of the firms 
engaging in the business of big data analysis. Hence, 
even the authors cannot tell us how these algorithms 
work. They can only inform the reader about the 
fact that in order to predict the spread of the win-
ter flu in the United States, it took Google “a stag-
gering 450 million different mathematical models in 
order to test the search terms, comparing their pre-
dictions against actual flu cases”18 in earlier years. 
Their call for transparency in this respect is of ut-
most importance and their proposal of data “algo-
rithmists” – which at least in cases of dispute should 
be entrusted with advisory or auditing competencies 
– is at least one solution which might provide re-
dress. However, this novel idea still needs to be prop-
agated. Only recently, the German Federal Supreme 
Court granted the plaintiff, who had been refused 
credit on the basis of the German credit agency’s big 
data calculation, a claim for information against the 
credit agency only concerning the data the agency 
had used for the calculation of the plaintiff’s cred-
itworthiness. In contrast, the Court denied a claim 
for information regarding the algorithm used by the 
credit agency which, in the eyes of the Court, consti-
tutes a protected business secret.19 This decision is 
not only a marked contrast from the call for trans-
parency of the authors of Big Data; it also failed to 
take into account that the credit agency in question 
enjoys a de facto monopoly in Germany.

11 Finally, the non-transparency in this respect raises 
another problem. Decisions directly inflicted upon 
individuals meet with acceptance difficulties when-
ever it is not possible to understand how the de-
cision was arrived at. This is a general problem of 
automated and computerized decisions which is 
aggravated by big data’s complex algorithms and 
which affects more and more areas of society (think 
of the search results produced by Google search and, 
more generally, of how algorithms focus our atten-
tion via the use of computerized data in automated 
media processes20). But then, even before big data, 
we have become accustomed to the fact that a num-
ber of individual decisions are based on collective 
data and mathematical models (think about insur-
ance premiums, airfare, etc.). Therefore, the ques-
tion of transparency will have to be phrased dif-
ferently. Rather than asking whether there should 
be transparency or no transparency, the question 
should be in what situations transparency is called 
for and in what situations non-transparency might 
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be acceptable. Ultimately, one might ask: Can the 
dark side of big data really be contained by imple-
menting appropriate safeguards, or will we end up 
– if only for some time to come – accepting the in-
dividual “false positives” produced by non-trans-
parent algorithms of big data analysis as “collateral 
damage” of a technological system in much the same 
way as we got used to those injured and killed by the 
system of motorized traffic?

12 The book is written in the Anglo-American style that 
appeals to the general public (“tell them what you 
will tell them, tell them, tell them what you just told 
them”). It contains the most famous as well as lesser 
known real-life examples of big data analyses, such 
as Google’s predicting the spread of the flu in the US 
on the basis of 45 search terms used by the users of 
Google’s search engine some days before the actual 
outbreak of the flu in a particular area, or the dis-
covery of an individual woman’s pregnancy on the 
basis of a change in her buying pattern that corre-
lates to most women’s third month of pregnancy, to 
name just two of these examples. The book is not an 
academic one, but as a New York Times and Wall Street 
Journal bestseller (as the paperback cover proudly 
announces), it will get all the attention it deserves. 
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