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Abstract:  Privacy by Design is a term that was 
coined in 1997 by the Canadian privacy expert and 
Commissioner for Ontario, Dr Ann Cavoukin, but one 
that has recently been receiving more attention in 
terms of its inclusion as a positive requirement into 
EU, US and Canadian data protection frameworks. 
This paper argues that the right to personal privacy is 
a fundamental right that deserves utmost protection 
by society and law. Taking privacy into consideration 
at the design stage of a system may today be an 
implicit requirement of Canadian federal and EU 
legislation, but any such mention is not sufficiently 
concrete to protect privacy rights with respect 

to contemporary technology. Effective privacy 
legislation ought to include an explicit privacy-by-
design requirement, including mandating specific 
technological requirements for those technologies 
that have the most privacy-intrusive potential. This 
paper discusses three such applications and how 
privacy considerations were applied at the design 
stages. The recent proposal to amend the EU data 
protection framework includes an explicit privacy-by-
design requirement and presents a viable benchmark 
that Canadian lawmakers would be well-advised to 
take into consideration.
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A. Introduction

1 The threats to the individual right to privacy – 
or what is sometimes referred to as the right to 
‘informational self-determination’1 or simply 
the ‘right to be let alone’2 – are currently being 
widely discussed, debated and analysed. This is 
particularly so where this right is impacted by 
new technologies or the incremental move of 
our daily activities online. New technologies that 
impact the way in which information about people, 
¶SHUVRQDOO\�LGHQWLÀDEOH�LQIRUPDWLRQ·3 (‘PII’), is used, 
collected, stored and disseminated are appearing 
at a frequent and rapid pace. These may be ‘apps’, 
facial recognition technologies, smart electricity 
grids, Radio Frequency Technologies (RFID), cloud 
computing, mass and surreptitious surveillance, 

biometrics and private sector Internet marketing 
initiatives. Currently, for the most part at least, 
technology is being adjusted after the fact to patch 
privacy-related issues as they arise or after they have 
already had a negative impact. 

2 To address these concerns and to move from a 
reactive to a proactive approach, Dr Ann Cavoukian, 
current Privacy Commissioner for Ontario, in 1997 
had already developed the principles behind – and 
coined the phrase – ‘privacy by design’ (PbD). PbD 
recognizes that the deployment of technologies 
designed to achieve a certain commercial or public 
sector goal without having considered the privacy 
implications at the design stage of the technology4 
FDQ�UHVXOW�LQ�SHUVRQDOO\�LGHQWLÀDEOH�LQIRUPDWLRQ��3,,��
being used or disclosed in ways that harm privacy 
rights permanently. PbD embodies the merger of 
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two objectives: the protection and control of PII and 
privacy, and the advancement of the commercial 
application of technologies in a sustainable but 
competitive manner.5 The Protection of Information 
and Electronics Documents Act6 (‘PIPEDA’)7 (as well 
as the European Data Protection Directive)8 contains 
provisions relating to the adequacy of protective 
security measures and also, implicitly, privacy ‘by 
design’ requirements. At present, however, PbD 
is not an explicit part of the legislative scheme in 
Canada, the European Union (EU) or the United 
States of America (US), even though it is often cited 
as a best practice and perhaps even as the ‘gold 
standard’ in privacy protection.9 

3 Calls for an introduction of PbD into legislative 
frameworks have been receiving more attention 
recently, for example, within the proposal for an 
EU privacy framework,10 in proposed legislation in 
the US,11 as well as a resolution at the 32nd International 
Conference of Data Protection and Privacy Commissioners 
in Jerusalem. In Canada, there have been no such 
concrete proposals, only the vocal views of the 
Federal and Ontario Commissioners.

4 This paper argues that legislated PbD is the 
necessary next step in privacy law to protect a 
right that is fundamental to liberty, personal 
integrity and democracy. For this reason, PbD 
deserves explicit mention as a tenet of privacy and 
data protection law. However, the view that laws 
EDVHG�RQ�3E'�SULQFLSOHV�DORQH�ZRXOG�EH�VXIÀFLHQW�
in this regard is not tenable in a world of ubiquitous 
computing and transformative technologies. A 
broad, principled approach relies on organizations 
adopting appropriate measures without providing 
the necessary guidance necessary to prevent actions 
injurious to personal privacy such as data breaches, 
unwanted tracking or uncontrolled collection of 
ever-increasing amounts of PII. PbD needs to be 
incorporated into the privacy law framework in 
Canada (and elsewhere) as a general organizational 
requirement and, in appropriate circumstances, 
PDQGDWH�VSHFLÀF�WHFKQRORJLFDO�VROXWLRQV��VXFK�DV�
‘privacy enhancing technologies’12 (PETs), as well 
as the corresponding ability for the regulator to 
prevent a system or application from being initiated.

5 7KH�ÀUVW�SDUW�RI�WKLV�SDSHU�ZLOO�EULHÁ\�GHVFULEH�WKH�
legal right to privacy in order to set the stage for why 
the design of systems that conform to this right is of 
such primal importance to its ultimate protection. 
The second part will turn to the current legislative 
framework to canvass the extent to which current 
provisions would satisfy the needs intended to be 
addressed by PbD. In this section, I will include 
examples from the EU framework because of its 
relevance to Canadian privacy laws. Canadian policy 
discussions often run in parallel13 and Canada and 
Europe share many relevant socio-cultural aspects.14 
I will also be looking to the US, where there have 

EHHQ�VRPH�VLJQLÀFDQW�GHYHORSPHQWV�LQ�WKLV�UHJDUG��
The third part will look at pertinent examples of 
systems to which PbD principles were applied, and 
without which the resulting systems would likely 
have been much more privacy-intrusive. The last 
part of the analysis will focus on the views of data 
protection authorities relating to incorporating 
PbD into legislative frameworks, including a close 
look at the legislative proposal from the Ontario 
Commissioner, Dr Ann Cavoukian, which was 
included as part of a very recent publication from 
KHU�RIÀFH�15�7KH�ÀQDO�SDUW�RI�WKLV�DUWLFOH�ZLOO�PDNH�
some recommendations and suggested points for 
future research in this regard.16 

B. Privacy by Design

I. The Right to Privacy 

[Code] will present the greatest threat to both 
liberal and libertarian ideals, as well as their 
greatest promise. We can build, or architect, 
cyberspace to protect values that we believe 
are fundamental. Or we can build, or architect, 
or code cyberspace to allow those values to 
disappear.17

6 This section is not intended to provide an exhaustive 
background to or a detailed comparative analysis 
of the right to privacy in Canada versus other 
Western jurisdictions.18 Rather, it is intended to 
set the stage for the discussion of why a legislated 
PbD requirement might be a necessary addition to 
existing data privacy frameworks in order to protect 
the right to privacy as a fundamental personal and 
democratic right. 

7 In some jurisdictions, privacy is an explicitly stated 
constitutional right.19 In the EU, all Member States 
are signatories to the Convention for the Protection of 
Human Rights and Fundamental Freedoms (ECHR),20 
which incorporates privacy as a fundamental right 
into EU law. Article 8 of the ECHR protects the “Right 
to respect for private and family life’21 and forms 
the basis for modern privacy protection in Europe.

8 In Canada, the right to privacy is not a constitutional 
right as such; rather, the constitutional right to 
privacy is rooted in and protected by the Supreme 
Court of Canada’s interpretation22 of Section 8 of 
the Charter of Rights and Freedom,23 the right to be 
free from unreasonable search and seizure. This 
protection is similar to the right afforded by the 
American 4th Amendment,24 although one should not 
go too far in drawing parallels, as the jurisprudence 
in the US and Canada in this regard is certainly 
not uniform. Section 8 protects the liberty of the 
person but only in so far as the individual has a 
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‘reasonable expectation of privacy’25 in the conduct 
that is impacted by the intrusion or violation at the 
hands of the State, not applicable to intrusion by 
the private sector. Thus, constitutional protection 
of this privacy right is limited to where there is 
an infringement by the State of an individual’s 
reasonable expectation of privacy.26 It is by no means 
an absolute constitutional right.

9 Other than the protection of liberty, privacy rights 
have been stated to encompass two other values, 
informational privacy and dignity of the individual.27 
The Supreme Court of Canada in R. v. Dyment28 noted 
that Charter privacy rights protect three aspects: 
spatial, informational and personal. Informational 
privacy rights in Canada are not constitutional 
rights. They are protected by private and public 
sector federal legislation such as PIPEDA and the 
Privacy Act,29 respectively, as well as by relevant 
SURYLQFLDO� DQG� VHFWRU�VSHFLÀF� OHJLVODWLRQ�30 The 
European notion of privacy as the protection of 
dignity and democratic values31 has been stated 
to exist as the third pillar of privacy protection in 
Canada and is related to the fact that the Canadian 
basis for privacy protection lies in the right to 
informational autonomy rather than solely in the 
right to liberty of the person.32 It has thus been called 
the ‘middle ground’ or a compromise between the 
US and EU approaches.33

10 Privacy rights are clearly entrenched in Canadian 
jurisprudence and constitutional law. They are 
not rights that have been recently imagined but 
are deeply entrenched in Canadian and European 
culture. However, these laws stem from a time before 
most of the privacy-invasive technologies we are 
faced with today were a factor or even conceivable. 
They originated in a time before ubiquitous social 
media applications, before cloud computing, before 
Google Street View and before tracking technologies 
VXFK� DV� UDGLR� IUHTXHQF\� LGHQWLÀFDWLRQ� GHYLFHV�
(RFID)34 existed or at least were in use; and although 
the principles may be sound, they cannot currently 
cope with systems and applications that were, for 
the most part, not designed with privacy protection 
as a main consideration. The key might lie in using 
the PbD approach to bridge the gap between ever-
forward-moving technology and laws that (one could 
say inherently) lag behind. But before exploring 
why it might be necessary to include PbD within 
PIPEDA and other privacy legislation as an explicit 
requirement, the section below will outline the 
principles of PbD as well as salient examples of where 
these principles have been applied applications.

II. General Principles of PbD

11 PbD is no longer the exclusive domain of the Ontario 
Commissioner. As we will see throughout this paper, 

many other privacy experts have contributed to its 
GHÀQLWLRQ��DSSOLFDWLRQ�DQG�VFRSH��7KDW�EHLQJ�VDLG��
the core principles enumerated by Dr Cavoukian are 
called the ‘7 Foundational Principles’35 of PbD and 
still form the basis of what PbD encompasses. These 
include the following (not in order of importance): 
1) proactive not remedialpreventative not reactive; 
2) privacy as the default; 3) privacy embedded into 
design; 4) positive sum not zero sum; 5) end-to-
end security; 6) visibility and transparency; and 7) 
respect for user privacy.

12 There is no hierarchy among these principles. 
Together they form the PbD objective in systems 
design: ensuring privacy, gaining control over 
one’s information, and, for organizations, 
gaining a ‘sustainable competitive advantage’.36 
The German Federal Commissioner for Data 
Protection and Freedom of Information (‘German 
Commissioner’), Peter Schaar, himself a proclaimed 
‘PbD Ambassador’,37 recently distilled six PbD 
principles that should be taken into account in the 
design or acquisition of a processing system: data 
minimization, controllability (possibility of consent 
and objection supported by technological means), 
WUDQVSDUHQF\��GDWD�FRQÀGHQWLDOLW\��VHFXULW\���GDWD�
quality and possibility of segregation (in multi-user 
environments such as virtual machines and cloud 
computing).38

13 The German Commissioner has taken on the original 
foundational principles and to a limited, but I would 
argue important, extent altered or at least tweaked 
their meaning. For one, his PbD is prescriptive from 
a technological perspective. Secondly, the German 
Commissioner does not put as much emphasis on the 
‘win-win’39 of technological advancement and the 
SURWHFWLRQ�RI�SULYDF\��3E'�PXVW�ÀUVW�DQG�IRUHPRVW�
ensure that the principles of the EU Directive and 
the constitutional right to privacy are protected. 
Commercial interests are by no means a lone 
afterthought; rather, they seem to stand more on 
the periphery of the German Commissioner’s notion 
of and purpose of PbD when compared with the 
description of the 7 Foundational Principles by the 
Ontario Commissioner. 

14 In the United States, the debate surrounding PbD as 
a mandatory part of a legislative framework centres 
around organizational obligations, rather than 
embedded technological solutions to protect privacy 
by default, such as PETs.40 The view that privacy is a 
right to be free from intrusion rather than a right to 
informational self-determination is more prevalent 
in the US than Europe or Canada. Underlying this 
rationale is the belief that commercial actors should 
have the freedom to control the means of processing 
data as long as they adhere to certain sound and 
proportional organizational principles. In the US, 
the term ‘privacy’ has more to do with harm, fear 
and the threat posed by computers than with the 
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general European view that to protect privacy is to 
protect personality and democracy. 41

15 With the more pronounced ‘positive sum’ statement, 
WKH�,3&�²�DOWKRXJK�DW�ÀUVW�JODQFH�DOLJQHG�ZLWK�WKH�
European approach, in particular when considering 
principle ‘3’ of the PbD principles – lies somewhere 
in the middle of the purely organizational-measure 
and more prescriptive notions of PbD. The IPC states 
QR�RIÀFLDO�SUHIHUHQFH�RI�ZKHWKHU�D�PDQGDWRU\�3E'�
requirement should be more organizational or 
technological, only that it encourages the adoption 
of PbD requirements into legislation in some form.42

16 Overall, PbD is still a relatively vague concept in 
terms of its translation into concrete systems design. 
Part of this is attributable to its relative novelty, at 
least in its widespread usage, and the other part to 
the gap that exists between regulators and systems 
engineers.43 The 7 Foundational Principles, just as 
the US Federal Trade Commission’s (FTC) and EU 
Commission’s most recent interpretations, have been 
criticized as representing a ‘non-technical’ strategy 
to privacy that lacks technological guidance on PbD 
application.44 While there may be many unresolved 
issues surrounding the practical implementation of 
PbD in certain instances, there are also numerous 
examples of feasible and successful applications from 
which important lessons can be drawn with respect 
to the utility, importance and implementation of 
PbD.

III. Current Practical 
Applications of PbD 

17 PbD has a vast array of potential applications. In fact, 
DQ\�V\VWHP�WKDW�SURFHVVHV�3,,�FRXOG�EHQHÀW�IURP�RU�
be the subject of PbD principles. This section will 
describe three examples of where PbD principles 
were considered in the design of systems that 
process large amounts of PII: the Smart Grid roll-out 
LQ�2QWDULR��WKH�XVH�RI�ELRPHWULFV�IRU�LGHQWLÀFDWLRQ�
and the ELENA project in Germany, and the welfare 
application system in Ontario. I would argue that 
the application of PbD for all these systems was 
successful notwithstanding the very different 
practical outcomes for the introduction of the 
systems themselves.

1. Smart Grid

18 The term Smart Grid45 refers to a system in which 
energy is delivered to the end-consumer in a way 
that allows for a more stable power supply, time-
use pricing and demand management using state-
of-the-art telecommunications to enable the ‘smart’ 
meter to communicate with the source.46 The fact 
that energy supplies are decentralized to a much 

larger extent than years ago, while consumers have 
the ability to turn appliances off and on when they 
choose, creates the potential for energy supply-side 
instability. This is exacerbated where renewable 
energy is introduced into the system (as a less 
predictable supply of energy). This load-balancing 
could be achieved by creating the so-called ‘Smart 
Grid’, an intelligent grid that envisions two-way 
communication between demand (household) and 
supply (power source).47 On account of its ad hoc 
ability to adjust the supply of energy, the Smart 
Grid can effect energy savings, and therefore also has 
positive environmental implications. It is estimated 
that by 2015 there will be 250 million smart meters 
installed worldwide.48

19 A more technical description of the Smart Grid is 
that it encompasses three aspects: Virtual Power 
Plants (VPP), Demand Side Management (DSM) and 
Control of Supply.49 A VPP would be the backbone 
of the system, connecting a range of distributed and 
separate power supplies (windmills, solar or another 
other source of energy) that could then be managed 
according to demand. The VPP reduces the volatility 
of each individual power supply, as can be the case 
especially for renewable energy sources like wind 
and solar. The second part of the system is DSM, 
which is aimed at controlling demand. This control 
can either be initiated by the consumer (by reducing 
consumption) or by the supplier directly, whereby 
the consumer would agree to permit the operator 
to actively turn on and off certain appliances to 
balance energy use. The third piece of the puzzle 
LV�WKH�FRQWURO�RI�WKH�DFWXDO�ÁRZ�RI�SRZHU�IURP�WKH�
source to the end-user.

20 This intelligent system relies on information 
provided to the supplier by the household. This 
information is at least prima facie PII as it is naturally 
linked to a home, which in many cases will be 
owned and occupied by an individual. The type 
of information typically collected by the system 
(by way of ‘Smart Meters’50 installed at the home) 
will relate to the household’s energy consumption 
patterns. Depending on the particular system and 
the incorporation of direct DSM or even ‘Smart 
Appliances’51, the information collected, however, 
will reveal a great deal more about the individuals 
than pure energy consumption. It may indirectly 
reveal criminal activities in the home, family living 
patterns, status of health, indications of physical 
activity in the home (types of machines) and so 
on. The use of the information is therefore not 
RQO\�UHOHYDQW�WR�WKH�HIÀFLHQW�FRQWURO�DQG�VXSSO\�RI�
energy (utility services) but also for so-called ‘edge 
services’52 and law enforcement, insurance and 
market research purposes.53

21 Quite obviously, this system by its nature, and in 
particular if not designed properly, has immense 
negative implications for privacy and the protection 
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of the data entrusted into the system. Apart from 
the potential misuse of more traditional energy use 
data that is communicated via the system, the Smart 
Grid itself creates new data, not in existence before 
(e.g. relating to smart appliances), which is then also 
vulnerable and perhaps even more attractive for 
secondary uses. Beyond this, the National Institute of 
Standards and Technology (NIST) found in a Privacy 
Impact Assessment (PIA) conducted on Smart Grid 
systems that one of the major privacy risks of Smart 
Grids is the lack of consistent and comprehensive 
privacy policies among all the players whose actions 
affect PII (government agencies, utility companies 
and supporting organizations).54

22 For the Ontario Smart Grid implementation, the 
IPC and energy providers worked closely together 
to operationalize the system to include PbD aspects, 
that is, to design the way in which the system 
would operate and process PII throughout its life 
cycle. This project had and has implications for 
the design of Smart Grids elsewhere in Canada and 
internationally. The NIST has recently recommended 
the PbD approach as an appropriate methodology in 
this respect.55 

23 This project focused on a number of issues that 
would need to be addressed operationally as well as 
technologically within the system and was described 
in great detail in a joint paper written by the system’s 
operator, Hydro One, its partners and the Ontario 
Commissioner.56 In this particular case (this method 
could also be applied to other systems), incorporating 
PbD meant that its principles needed to be part of 
the so-called Architectural Decisions document. This 
GRFXPHQW�GHÀQHG�WKH�EDVH�SROLFLHV�DQG�SURFHGXUHV�
that needed to be adhered to throughout the entire 
project and throughout all three ‘domains’ of the 
grid (the home domain, including smart appliances 
and meters; the services domain, including host data; 
and the grid domain, with the software backbone 
that automates and controls the distribution grid). 

24 Including PbD into the entire system meant that 

a) for the customer/home domain, no PII would 
persist on any device from the services to the 
customer domain (unless other services are 
explicitly purchased and consented to by the 
user); no PII will be sent from the services 
domain to the customer domain; and any 
interfacing online will include appropriate 
identity management and protection of 
information tools;

b) for the services domain, any and all access 
to devices in the customer domain from the 
services domain will be restricted and recorded; 
direct access must be authorized by the end-
user; strict authorization-based access controls 
must be implemented whenever there is access 

to the customer domain; and all management 
of data storage would follow industry practices; 
and 

c) for the grid domain, no PII will persist on any 
device in the grid domain; information regarding 
a device will be provided using authorized 
services; and access to a device must also be 
conducted through authorized services within 
the serviced domain.

25 Today, the Smart Grid is still in its relative infancy. 
Even in Ontario, a world leader in this regard (all 
residential homes have been equipped with smart 
meters), 57 the grid is not operational to its full 
capability.58 Implementing PbD will thus be an on-
going endeavour as the Smart Grid gets ‘smarter’ 
and more pervasive.59 The design of these systems 
will require continuous evaluation in proportion to 
the granularity and amount of consumption data 
that is processed,60 and the perils of the Smart Grid 
in terms of privacy impact are known and discussed 
on an on-going basis.61 As it stands, however, the 
design of the Smart Grid in Ontario is by and large 
a positive example of how privacy considerations 
are being designed into a complex system from the 
outset. That is the strength of PbD: it is architected 
into the DNA of a system, and this is something that 
may not be fully guaranteed by laws that focus on 
principles rather than prescriptive standards.

2. ELENA

26 A second example of a system to which PbD principles 
have been applied is the ‘ELENA’ system in Germany. 
It stands for ‘elektronischer Entgeltnachweis’ (electronic 
proof of earnings) and refers to a database system 
in Germany designed to store income information 
for all individuals employed in Germany for the 
purpose of streamlining applications for certain 
VRFLDO�EHQHÀWV��(/(1$�DV�D�SURFHVV�DQG�V\VWHP�ZDV�
designed as follows: Prior to applying for a certain 
EHQHÀW��DQ�DSSOLFDQW�ZRXOG�ÀUVW�REWDLQ�DQ�HOHFWURQLF�
signature card with a smart chip containing a 
¶TXDOLÀHG�HOHFWURQLF�VLJQDWXUH·62 from a (government-
FHUWLÀHG��FHUWLÀFDWLRQ�VHUYLFH�SURYLGHU��7KLV�VWHS�
provides proof of an individual’s identity. This 
unique signature card is then registered with the 
appropriate authority. The ‘registry process’ then 
OLQNV� WKH� FHUWLÀFDWH� ,'� ZLWK� WKH� VRFLDO� VHFXULW\�
number of the applicant. On the ELENA database, 
then, employee personal data is not linked to the 
social security number of the applicant, but to the 
,'�QXPEHU�RI�WKH�FHUWLÀFDWH�IRU�WKH�UHJLVWHUHG�FKLS�
card. The card itself contains no information other 
than the name of the applicant and ID number of the 
registered chip card. All other information is stored 
in the central ELENA database.63 
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27 Due to the amount and sensitivity of PII, this 
database received considerable public attention. 
As noted previously, German privacy rights are 
explicitly entrenched in its Basic Law (Grundgesetz), 
and so this may have contributed to the German 
Commissioner being involved at a very early stage 
of the development process. The principles of 
German data protection law that were explicitly 
incorporated into ELENA included the following: 
encryption of all communication channels and 
data; separation between the central database 
and responsible administering body; logging of all 
database transactions; rigorous deletion of expired 
or unnecessary data; the principle of requiring the 
�TXDOLÀHG�HOHFWURQLF��VLJQDWXUHV�RI�ERWK�GDWD�VXEMHFW�
and administering body; and no access to security, 
tax or customs authorities.64 

28 Ultimately, the application of PbD principles 
contributed to the current abandonment of the 
plans to bring the system online. Originally it was 
planned for ELENA to become operational as of 1 
January 2012. Then, in July 2011, it was announced 
that the implementation of ELENA was to be 
abandoned65 and that all PII collected to date was 
to be destroyed or deleted. The stated reason was 
WKDW�TXDOLÀHG�HOHFWURQLF� VLJQDWXUH�FDUGV�KDG�QRW�
found widespread application. As a cornerstone of 
ELENA’s functioning (and coinciding data protection 
and security standards), the widespread use and 
DFFHVVLELOLW\�RI�WKH�TXDOLÀHG�HOHFWURQLF�VLJQDWXUH66 
was seen as an indispensable condition precedent 
to the system’s implementation. According to most 
estimates, ELENA has cost Germany’s taxpayers 
hundreds of millions of euros.67

29 The Smart Grid and ELENA systems are both 
examples of how PbD is and was applied and what 
the outcomes might be if the principles are applied 
appropriately. As we have seen, PbD can result in 
a system becoming a functioning data protective 
system, or it may result in the system being 
abandoned because its design cannot be reconciled 
with privacy principles.

3. Ontario Social Works Act

30 7KH� WKLUG� DQG� ÀQDO� H[DPSOH� RI� VXFFHVVIXO� 3E'�
application68 is the welfare application system in 
Ontario. To combat abuse69 of the social welfare 
system, in 1997 the Ontario government proposed 
certain changes70 to the Ontario Public Works Act, 199771 
and the Ontario Disability Support Program Act, 199772 
enabling the ability to require welfare applicants 
WR�VXEPLW�ELRPHWULF�GDWD�²�KHUH�ÀQJHUSULQWV�²�DV�
unequivocal proof of identity when applying for 
EHQHÀWV�73 The privacy implications were grave 
since it would involve the collection and storage of 
sensitive, uniquely identifying data which would 
then be used in an assessment which is in and of 

itself of grave import to the individual applicant as 
LW�LQYROYHV�EDVLF�ÀQDQFLDO�DVVLVWDQFH�

31 With a view of balancing this processing of sensitive 
data with the need to combat fraud in the welfare 
system, the Ontario government worked with the IPC 
very early on in the process. After this consultation, 
it was decided that biometric data could be collected 
and used, but only if the concrete requirements 
relating to privacy and security of the information 
were followed. These are now entrenched in 
Section 75 of both pieces of legislation, and include 
requirements that any biometric information must 
be encrypted and destroyed after the encryption 
process, collected directly from the individual, only 
be released to third parties on warrant, and only 
retain address and sex alongside the encrypted 
biometric information. 

32 Some of the above requirements now included in 
the legislation relate to processes, some to security 
measures and others to actual technology, but it 
is clear that not involving these measures at the 
outset74 would have left this sensitive data exposed 
VLJQLÀFDQWO\�PRUH�EHFDXVH�D�V\VWHP�DUFKLWHFWXUH��
RQFH�LQ�SODFH��LV�YHU\�GLIÀFXOW�WR�UH�GHVLJQ�75 A system 
could be compliant with PIPEDA (or in this case, 
SURYLQFLDO�SXEOLF�VHFWRU�OHJLVODWLRQ��ZLWKRXW�IXOÀOOLQJ�
all of the principles of PbD, in particular when it 
comes to the requirement that all data would need 
to be encrypted and then destroyed after the process 
was complete, which is not an explicit requirement76 
under PIPEDA, leaving the data within the system 
more vulnerable to misuse and unauthorized 
access. It is important to note that the use of these 
systems was tabled in the public realm and therefore 
scrutinized before inception. For governments, this 
political pressure is a natural incentive to go beyond 
the letter of the law to protect citizens’ privacy 
rights, but private companies that can implement 
systems out of the public’s sight will not be subject 
to the same level of scrutiny, and one would expect 
deliberations to be based primarily on feasibility, 
cost and compliance with the law rather than the 
protection of privacy as such.

IV. Current Relevant 
Legislative Landscape

1. Canada

33 Canada’s public and private sectors are governed 
by separate pieces of legislation both at a federal 
and provincial level. PIPEDA is federal legislation 
and governs private sector organizations, while the 
Privacy Act governs the public sphere. The Provinces 
each have separate public sector legislation, but 
only four (Alberta, Saskatchewan, Manitoba and 
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2QWDULR��KDYH� VSHFLÀF77 health-sector legislation. 
Essentially, PIPEDA applies to the processing of 
personal information relating to all commercial 
activities where there is no provincial private-
sector legislation, as well as to inter-provincial 
DQG�LQWHUQDWLRQDO�SHUVRQDO�GDWD�ÁRZV��EXW�LW�GRHV�
not regulate activities related to the personal 
information of employees of provincially regulated 
organizations. 

34 At a provincial private-sector level, only Alberta, 
Quebec and British Columbia have enacted their 
own pieces of commercial private-sector legislation, 
and within those Provinces, PIPEDA only applies to 
federally regulated organizations, including the 
personal information of employees of those federal 
organizations. 

35 As a result, Canada does not have a uniform privacy 
framework. Compared with the EU (where Member 
States themselves – such as Germany, for example 
– may have a federal-provincial system comparable 
to that of Canada), however, these differences are 
still quite minor and one can speak of a relatively 
cohesive legislative landscape.78 

36 Neither PIPEDA nor any of the provincial equivalents 
contains an explicit PbD requirement. What the 
legislation does require is adherence to the privacy 
principles of the CSA Model Code for the Protection 
of Personal Information,79 which by implication may 
require data privacy considerations at the design 
stage of a system. A salient example of this would 
be Principle 4.7 regarding ‘safeguards’ (some of 
the suggested technological measures would need 
to be contemplated before bringing a system 
online) as well as Principle 4.4 regarding ‘limiting 
collection’. This implicit application of PbD has 
become apparent during investigations of the 
2IÀFH� RI� WKH� 3ULYDF\� &RPPLVVLRQHU� RI� &DQDGD�
(OPC), for example, the Google StreetView Case,80 in 
which Google was investigated for collecting PII in 
contravention of PIPEDA. Several of the remedial 
measures related to design-stage considerations (e.g. 
technical documents and evidence of appropriate 
processes and training ensuring that these are 
implemented when new systems are rolled out). 
The Commissioner applied Principle 4.4.1, which 
prohibits ‘indiscriminate’ collection of PII. As the 
collection of data is at the front end of any data 
processing, it is hard to imagine that this principle 
could be adhered to without giving thought to 
privacy considerations at the design stage. 

37 All that being said, the requirements on Google to 
LPSOHPHQW�VSHFLÀF�IHDWXUHV�VSHFLÀFDOO\ at the design 
stage would likely have been more explicit, and thus 
the protection of PII stronger, if a separate principle 
could have been relied on. As an example of this, on 
a number of occasions it was noted that privacy had 
QRW�EHHQ�FRQVLGHUHG�VXIÀFLHQWO\�GXULQJ�WKH�GHVLJQ�

of certain products, but the Commissioner did not 
KDYH�WKH�DELOLW\�WR�VSHFLÀFDOO\�VWDWH�WKDW�D�PIPEDA 
principle was breached. PbD remained an element 
of the ultimate recommendations, but only on the 
periphery.

38 A relevant feature of PIPEDA is the principle of 
“Accountability”,81 which requires organizations to 
designate individuals to “oversee the organization’s 
compliance” with the principles contained in PIPEDA. 
Organizations need not notify the OPC of their PII 
processing activities (as in the EU, to be discussed 
below) but remain directly accountable for non-
compliance under this principle. The OPC has the 
ability to audit such compliance. A weakness of 
PIPEDA from an enforcement perspective is that 
the Commissioner must initiate a complaint via 
the Federal Court, and only the Court may force 
an organization to correct its practices.82 That 
is, PIPEDA currently does not contemplate the 
prevention of a system from being implemented, 
and this to be enforceable by the OPC, other than 
by the organization’s accountable person to ensure 
that the Act is being complied with. Having a PbD 
requirement would obviously assist this individual in 
making an argument that certain requirements must 
be adhered to prior to going live with the processing.

39 Bill C-12, An Act to Amend the Personal Information 
Protection and Electronic Documents Act,83 is currently 
LQ�WKH�ÀUVW�UHDGLQJ�LQ�WKH�+RXVH�RI�&RPPRQV�DQG�
does not contain any mention of PbD as part of its 
DPHQGPHQWV��ZKLFK��DSDUW�IURP�EUHDFK�QRWLÀFDWLRQ�
requirements, do not enhance the protection of PII 
in Canada but rather the ease of processing PII. 
As the analysis below will illustrate, this absence 
bucks the trend in other jurisdictions as well as to a 
certain extent the views of privacy commissioners 
and experts in this regard and may even be 
unsustainable84 vis-à-vis a new EU data protection 
framework.

2. European Union 

40 The basic data protection framework consists of 
the Data Protection Directive, the Directive on 
Privacy and Electronic Communications (e-privacy 
Directive),85 the Data Retention Directive86 and the 
2009 e-privacy Directive.87 All EU Member States 
have implemented the 1996 EU Directive. One must 
remember, however, that data protection law is by 
no means harmonized across the EU and that all 
statements about the ‘European’ situation must be 
viewed from this perspective. That is, the Directive is 
a guiding instrument (not a ‘Regulation’ with direct 
effect on local national law) and its intention is to 
harmonize the protection of PII within the otherwise 
IUHH�ÁRZ�RI�LQIRUPDWLRQ�EHWZHHQ�0HPEHU�6WDWHV��
in reality, however, there are many different laws 
and regulations (and underlying cultural aspects) 
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relating to the protection of personal data within 
the EU borders. Essentially, the EU has 27 similar 
but separate data protection laws. Sweden, as 
an example, views data protection law not as an 
HTXDO�JXDUDQWRU� IRU�SULYDF\�DQG� WKH� IUHH�ÁRZ�RI�
information but primarily as a mechanism to ensure 
that a person’s ‘integrity’ is not harmed by the use 
of PII (Section 1 Personuppgiftslagen88),89 whereas this 
notion is not mentioned in the UK Data Protection 
Act.90 Germany’s federal law includes data breach 
QRWLÀFDWLRQ�SURYLVLRQV��ZKLFK� DUH�QRW�PDQGDWHG�
by the EU Directive and provide a good example 
of the EU Directive provisions being a baseline of 
protections which local law may enhance under 
applicable circumstances.

41 The German Commissioner has pointed out on a 
number of occasions91 that PbD is to a certain extent 
already regulated by the Directive by way of Article 
46 of the recitals,92 wherein it states:

Whereas the protection of the rights and 
freedoms of data subjects with regard to the 
processing of personal data requires that 
appropriate technical and organizational measures 
be taken, both at the time of the design of the 
processing system and at the time of the processing 
itself, particularly in order to maintain security 
and thereby to prevent any unauthorized 
processing; whereas it is incumbent on the 
Member States to ensure that controllers 
comply with these measures; whereas these 
measures must ensure an appropriate level of 
security, taking into account the state of the art and 
the costs of their implementation in relation to the 
risks inherent in the processing and the nature of the 
data to be protected (emphasis added).

42 I would argue that this is also implicit in Article 2 
of the recitals:

Whereas data-processing systems are designed to 
serve man; whereas they must, whatever the 
nationality or residence of natural persons, 
respect their fundamental rights and freedoms, 
notably the right to privacy, and contribute to 
economic and social progress, trade expansion 
and the well-being of individuals (emphasis 
added).

43 The Article 29 Working Party has opined that PbD 
should in fact become part of the revised Data 
Protection framework in Europe.93 A closely related 
principle which also deserves explicit incorporation 
is the principle of ‘accountability’. As noted, PIPEDA 
includes this principle as part of the CSA Model Code. 
This principle requires every organization to appoint 
one person within the organization to be accountable 
for the management of the organization’s PII. The 
link to the PbD principle is that organizations would 
be required to ensure that this principle is being 

adhered to, as well as demonstrate compliance 
when challenged. The EU Directive also contains a 
QRWLÀFDWLRQ�UHTXLUHPHQW��$UWLFOH������7KLV�REOLJHV�
organizations to notify the appropriate DPA of PII 
processing in advance. In practice this means that 
a DPA may be able to prevent a system from going 
live, and this element of the Directive provides a 
complement to any PbD requirement as both are 
pre-emptive in their aims.

44 The European DPA wishes to not only see PbD 
included into the EU framework as a general principle 
EXW� DV� D� UHTXLUHPHQW� IRU� VSHFLÀF� DSSOLFDWLRQV��
VSHFLÀFDOO\�5),'V��VRFLDO�QHWZRUNLQJ�DSSOLFDWLRQV��
and browser applications. These requirements would 
be binding not only on data controllers94 but also on 
processors, designers and purchasers of systems or 
applications.95

45 This approach is quite prescriptive and more what 
the Ontario Commissioner has called ‘command and 
control regulation’.96 It is clear from the EU DPA’s 
SHUVSHFWLYH� WKDW� ORRVH�SULQFLSOHV�ZLOO� QRW� VXIÀFH�
when systems with a potentially profound impact 
on privacy rights are concerned.

46 7KH�YHU\�UHFHQWO\�UHOHDVHG�ÀUVW�GUDIW�RI�WKH�SURSRVDO�
of the European Commission to revise the EU 
Directive marks a big step toward the likely adoption 
of PbD into European (and other pieces) legislation. 
It is an ambitious attempt at harmonizing the EU 
legislative landscape. The proposed framework is 
suggested as a ‘Regulation’97 (with direct effect on 
Member States rather than a “directive which must 
then be transposed into local laws). This is in and 
of itself a major step toward harmonization. The 
3URSRVDO�LQFOXGHV�D�KRVW�RI�VLJQLÀFDQW�DPHQGPHQWV��
including doing away with the requirement to notify 
of processing98 and replacing it with the obligation to 
maintain appropriate documentation surrounding 
the processing on controllers and processors 
(Article 28), explicit consent requirements (Article 
1 – ‘informed and explicit’), as well as a ‘right to be 
IRUJRWWHQ·��$UWLFOH�����DQG�D�GDWD�EUHDFK�QRWLÀFDWLRQ�
requirement (Article 32). Most importantly for 
current purposes, the proposal includes a PbD 
requirement (Article 23) as follows:

1. Having regard to the size of the organization 
and the cost of implementation, the controller 
shall, both at the time of the determination of 
the means for processing and at the time of 
the processing itself, implement appropriate 
technical and organisational measures and 
procedures in such a way that the processing 
will meet the requirements of this Regulation 
and ensure the protection of the rights of the 
data subject.

2. The controller shall implement mechanisms for 
ensuring that, by default, only those personal 
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data are processed which are necessary for 
HDFK�VSHFLÀF�SXUSRVH�RI�WKH�SURFHVVLQJ�DQG�DUH�
especially not collected or retained beyond the 
minimum necessary for those purposes, both in 
terms of the amount of the data and the time of 
their storage. In particular, those mechanisms 
shall ensure that by default personal data are 
QRW�PDGH�DFFHVVLEOH�WR�DQ�LQGHÀQLWH�QXPEHU�RI�
individuals.

3. The Commission shall be empowered to adopt 
delegated acts in accordance with Article 86 
for the purpose of specifying any further criteria 
and requirements for appropriate measures and 
mechanisms referred to in paragraph 1 and 
2, in particular for data protection by design 
requirements applicable across sectors, products 
and services.

4. The Commission may lay down technical standards 
for the requirements laid down in paragraph 1 
and 2. Those implementing acts shall be adopted 
in accordance with the examination procedure 
referred to in Article 87(2).

47 Although it takes into account the state of the 
art and cost of implementation, it obliges the 
controller of PII to implement technical and general 
organizational measures at the design stages of PII 
processing, as well as privacy by ‘default’ settings, 
itself an integral component of PbD. Beyond these 
JHQHUDOLVW� SULQFLSOHV� LW� FRQWHPSODWHV� VSHFLÀF�
technical standards to be set by the Commission. 
While we do not know how this will be implemented 
in practice, it is certain that the Proposal goes beyond 
the self-regulation and principle-only approaches 
described previously herein. The Proposal also 
places the obligation to monitor application and 
LPSOHPHQWDWLRQ�RQ�D�¶'DWD�3URWHFWLRQ�2IÀFHU·��'32���
The obligation to appoint a DPO to represent public 
organizations and ‘large enterprises or where the 
core activities of the controller or processor consist 
of processing operations which require regular 
and systematic monitoring is also among the 
proposed changes’.99 This requirement is not new100 
for all Member States and builds on the current 
Directive which contemplates the possibility of DPO 
appointment. To complement these changes to the 
framework, the potential penalties associated with 
breaches were increased: up to two (2) percent of 
annual global turnover for the gravest breaches. 
The coming year will shed light on the reactions to 
the Proposal and will provide valuable guidance on 
the likely development of PbD and other aspects of 
international privacy law.

3. United States 

48 At a federal level, the US does not currently have 
omnibus private-sector privacy legislation. The 

current framework in the US is a patchwork of 
VHFWRU�VSHFLÀF�VWDWH�DQG�IHGHUDO� OHYHO� OHJLVODWLRQ��
The Commercial Privacy Bill of Rights Bill of 2011101 is 
an attempt to introduce such legislation and was 
brought forward by Senators John Kerry and John 
McCain mid-2011 as an attempt to regulate the 
private sector’s use of PII at the federal level. The 
Bill has received both praise102 and criticism,103 but 
notwithstanding this early controversy, it is so far 
WKH�ÀUVW�SLHFH�RI� OHJLVODWLRQ� LQ�1RUWK�$PHULFD� WR�
include mention of ‘privacy by design’ as part of 
a mandatory privacy framework. Although it has 
recently stalled somewhat, the advent of the new EU 
Proposal may see a rejuvenated debate surrounding 
this Bill. 

49 6HFWLRQ�����VSHFLÀFDOO\�PHQWLRQV�WKH�WHUP�¶SULYDF\�
by design’:

Each covered entity shall, in a manner 
proportional to the size, type, and nature of the 
covered information that it collects, implement 
a comprehensive information privacy program 
by

‘(1) incorporating necessary development 
processes and practices throughout the 
product life cycle that are designed to safeguard 
WKH�SHUVRQDOO\� LGHQWLÀDEOH� LQIRUPDWLRQ that is 
covered information of individuals based on

(A) the reasonable expectations of such 
individuals regarding privacy; and

(B) the relevant threats that need to 
be guarded against in meeting those 
expectations […]’

50 Whether the Kerry-McCain idea of privacy by design 
FDQ�EH� FRQVLGHUHG� WR� IXOÀO� WKH�SULQFLSOHV� RI� 3E'�
envisioned by the Ontario Commissioner is arguable; 
nevertheless, its mention signals the importance of 
privacy considerations implemented early on in the 
systems design process.

51 Another US example of design-stage privacy 
considerations is the FTC’s decision regarding 
Google’s Buzz social media application. The FTC, 
under Section 5 of the Federal Trade Commission 
Act,104 has the power to prohibit unfair and deceptive 
trade practices. Non-adherence to privacy policies 
or deceptive privacy policies has been considered 
deceptive by the FTC under this section, most 
notably in the Google Buzz case.105 In the FTC’s order, 
Google was ordered to maintain a comprehensive 
ÀYH�VWHS�SULYDF\�SURJUDP��DXGLWDEOH�E\�WKH�)7&�IRU�
a period of 20 years):

A. the designation of an employee or employees 
to coordinate and be responsible for the privacy 
program.
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%��WKH�LGHQWLÀFDWLRQ�RI�UHDVRQDEO\�IRUHVHHDEOH��
material risks, both internal and external, 
that could result in the respondent’s 
unauthorized collection, use, or disclosure of 
covered information, and an assessment of 
WKH� VXIÀFLHQF\�RI� DQ\� VDIHJXDUGV� LQ�SODFH� WR�
control these risks. At a minimum, this privacy 
risk assessment should include consideration 
of risks in each area of relevant operation, 
including, but not limited to: (1) employee 
training and management, including training on 
the requirements of this order, and (2) product 
design, development, and research.

C. the design and implementation of reasonable 
privacy controls and procedures to address 
WKH� ULVNV� LGHQWLÀHG� WKURXJK� WKH� SULYDF\� ULVN�
assessment, and regular testing or monitoring 
of the effectiveness of those privacy controls 
and procedures.

D. the development and use of reasonable steps 
to select and retain service providers capable of 
appropriately protecting the privacy of covered 
information they receive from respondent, 
and requiring service providers by contract to 
implement and maintain appropriate privacy 
protections.

E. the evaluation and adjustment of respondent’s 
privacy program in light of the results of the 
testing and monitoring required by subpart 
C, any material changes to respondent’s 
operations or business arrangements, or any 
other circumstances that respondent knows or 
has reason to know may have a material impact 
on the effectiveness of its privacy program.

52 This ‘privacy program’ is also somewhat of an 
implementation plan for PbD in that it refers to 
the actual design stages of systems. In a recent 
publication by the FTC,106� 3E'� ZDV� VSHFLÀFDOO\�
enumerated as a cornerstone of the future of privacy 
protection:

First, companies should adopt a ‘privacy by 
design’ approach by building privacy protections 
into their everyday business practices. Such 
protections include providing reasonable 
security for consumer data, collecting only 
WKH�GDWD�QHHGHG�IRU�D�VSHFLÀF�EXVLQHVV�
purpose, retaining data only as long as necessary 
WR�IXOÀOO�WKDW�SXUSRVH��VDIHO\�GLVSRVLQJ�RI�GDWD�QR�
longer being used, and implementing reasonable 
procedures to promote data accuracy.

53 The US approach focuses on organizational measures 
while providing individual organizations a relative 
large amount of leeway regarding the translation of 
these design requirements. While this may call itself 
‘privacy by design’, it may not actually be a huge 

step beyond those laws which already exist in the 
EU and Canada, at least when they are interpreted 
broadly. Privacy by design in the US does not mean 
the same thing as that very same term does in the 
EU or Canada, as evidenced by the Kerry-McCain 
Bill and the language used by the FTC. What the 
US approach does accomplish, however, is that 
LW� VSHFLÀFDOO\�PHQWLRQV�3E'�DQG�SURYLGHV�D�VROLG�
basis for increased personal data protection at the 
design stage of personal data processing systems and 
associated products.

C. Current Views on Mandatory PbD

54 The debate surrounding a legislated PbD 
requirement can be characterized by three main 
perspectives: 1) having PbD features embedded into 
systems, including mandating certain technological 
features such as privacy by default and PETs within 
those systems (advocated, inter alia, by the Article 
29 Working Party); 2) making PbD a legislative 
organizational requirement to the extent that it 
should be adopted as a general principle of data 
SURWHFWLRQ�ODZ��ZLWKRXW�UHTXLULQJ�VSHFLÀF�UHJXODWLRQ�
RI� VSHFLÀF� WHFKQRORJLHV� �PRUH� RU� OHVV� WKH� ¶86�
approach’ described in the previous section); 3) 
PbD is not to become part of a legislative framework 
but rather as part of a self-regulatory initiative and 
encouraged as an industry best-practice. Some of 
those who hold the latter view also consider PbD 
redundant as it is already contained in the current 
legislative framework in the EU (and so therefore 
also Canada) and no additional burdens should be 
placed on industry.

55 The view that PbD should not be part of a legislative 
scheme is based on three main arguments: it would 
VWLÁH�LQQRYDWLRQ�DQG�SODFH�D�GLVSURSRUWLRQDWH�EXUGHQ�
on economic operations,107 it is unnecessary because 
it is already contained in the current framework 
(under Articles 6 and 17 of the EU Directive), and a 
legislated PbD requirement would not achieve the 
desired outcomes of protecting privacy but would in 
IDFW�VWLÁH�WKH�LQQRYDWLRQ�QHFHVVDU\�WR�GULYH�SULYDF\�
protective technologies and practices forward:

Similarly, privacy-by-design is not something 
that, in itself, can be mandated by regulation. But 
intelligently crafted regulatory incentives can 
be built to encourage this movement. Instead, in 
WRGD\·V�ZRUOG�RI�JOREDO�GDWD�ÁRZV��RUJDQLVDWLRQV�
QHHG�WR�VHH�WKH�YDOXH�RI�DSSRLQWLQJ�DQ�RIÀFHU�LQ�
charge of privacy programmes and compliance, 
or in an approach to privacy risk management 
that seeks to engineer solutions through better 
product design, rather than the legalistic 
‘bolt-on’ approach favoured today by most 
lawyers. The Commission must think through 
the most effective options for incentivising 
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these decisions within organisations, not simply 
coming up with additional prescriptive rules.108

56 This view is not shared equally across industry, 
however. Some industry players see a certain value 
in including PbD within the framework, at least to 
a certain extent,109 so long as it does not mandate 
¶WHFKQRORJLFDO�RXWFRPHV·�RU�FHUWLÀFDWLRQ�VFKHPHV�110 
The main tenor of the ICT industry remains intact 
notwithstanding: self-regulation is to be preferred 
over mandated schemes. Government’s role should 
be to provide incentives for their adoption.111 

57 Data protection authorities for Canada, Germany, 
the UK and the EU, as well as the FTC in the US, have 
been clear that PbD is a concept that needs to be 
encouraged and that is vital to the proper progress 
of technology that will respect the privacy rights 
RI� LWV� XVHUV� RU� EHQHÀFLDULHV�� ,Q� IDFW�� DW� WKH� �����
International Conference of Data Protection and 
Privacy Commissioners, a resolution was passed 
that PbD is an ‘essential component of fundamental 
privacy protection’. Not all DPAs, however, are 
univocal in their calls for how PbD ought to become 
part of legislative frameworks around the globe.112

58 The 2010 ‘Conference of the Data Protection 
Commissioners of the Federation and the Länder’113 
of Germany suggested that the German data 
protection legislation114 should in the future, among 
several other key elements, include provisions to 
integrate privacy into ‘products and processes’.115 
This entails that not only would data controllers and 
data processors be legally responsible for PII but also 
manufacturers and designers, who would then be 
required to integrate data protection principles into 
their products. DPAs should then have the ability 
WR� DXGLW�� SURYLGH� FHUWLÀFDWHV� RI� DSSURYDO� DV�ZHOO�
DV� SXEOLFO\� QDPH� YLRODWRUV�� 3E'� ZDV� VSHFLÀFDOO\�
mentioned as a requirement for data controllers 
WR�HQVXUH�WKDW�SULYDF\�SULQFLSOHV�ZHUH�VXIÀFLHQWO\�
integrated into systems before their deployment. If 
they were not, the data subject should then have the 
right to base claims on that omission.116 That being 
said, it has also been acknowledged that technology-
VSHFLÀF�UHJXODWLRQ�PLJKW�EH�D�¶GLIÀFXOW�WDVN·117 and 
that PbD might be more appropriate as a general 
principle across all technologies, rather than a term 
that is to be understood based on the technology it 
is attempting to regulate.118

59 Generally, it is obvious that the German (federal 
and state) DPAs would favour a PbD principle that 
requires technological (i.e. PETs) and organizational 
elements at the design stage, rather than only 
organizational requirements. This view is shared 
by the European Data Protection Authority (DPA)119, 
which has stated that along with including PbD as a 
general principle (in conjunction with the principle 
of ‘accountability’), PbD should be regulated more 
VSHFLÀFDOO\�ZLWK�UHVSHFW�WR�5),'V��VRFLDO�QHWZRUNV�

and browser applications. The Article 29 Working 
Party has noted that as a fundamental right under 
Article 8 of the ECHR, PbD is to be ‘embedded’ into 
V\VWHPV��6SHFLÀFDOO\��WKH�:RUNLQJ�3DUW\�FDOOV�IRU�WKH�
incorporation of binding rules regarding not only 
security of data but data minimization, PETs, privacy-
by-default settings, access controls and encryption 
and the ability of DPAs to enforce these provisions. 
These rules should bind system designers, producers 
and data controllers.120 The Working Party was clear 
that a PbD in-principle-only approach would not 
be enough, and any European framework should 
include the possibility of regulations to mandate 
embedded design features.

60 The UK Commissioner’s views are more closely 
aligned with those of the US and industry than with 
the more prescriptive proposals of the Article 29 
Working Party, the German Commissioner or now 
the EU Proposal. High-level principles and self-
regulation are to be preferred over prescriptive or 
WHFKQRORJ\�VSHFLÀF�UHJXODWLRQV��,Q�¶7KH�,QIRUPDWLRQ�
Commissioner’s response to the Ministry of Justice’s 
call for evidence on the current data protection 
legislative framework’,121 the Commissioner noted 
that PbD should be included into the Freedom of 
Information Act 2000122 as a principle but did not 
HODERUDWH�IXUWKHU�RQ�VSHFLÀF�SURYLVLRQV��SRZHUV�RI�
the DPA or rights of the individual in this regard.

61 In Canada, the views on PbD are, as with some other 
aspects of privacy protection, a middle ground 
between those of the continental European nations 
and the Anglo-Saxon (US and UK). The IPC views 
PbD primarily as a ‘voluntary standard’123 aimed 
at achieving a high-water mark of data protection 
and compliance. This, however, need not be the 
ÀQDO�H[WHQW�WR�ZKLFK�3E'�FDQ�EH�XWLOL]HG�WR�DFKLHYH�
excellence in privacy protection. Rather, the IPC 
is generally in favour of incorporating PbD into 
legislative frameworks but ‘takes no sides’124 in the 
debate on what legislated PbD requirements should 
ultimately look like – that is, whether PbD needs to be 
regulated so that certain technological measures are 
mandated or whether organizational requirements 
ZRXOG�VXIÀFH��7KH�&DQDGLDQ�&RPPLVVLRQHU·V�2IÀFH�
similarly considers PbD a ‘fundamental component 
of privacy protection’ but has so far remained 
silent on whether or not PIPEDA should contain in-
principle-only, technology-prescriptive or any PbD 
provisions at all.

62 Notwithstanding this generally neutral approach to 
legislated PbD, the IPC does note the potential of 
UHJXODWLQJ�VSHFLÀF�DSSOLFDWLRQV��DV�ZH�KDYH�VHHQ�ZLWK�
the inception of the Smart Grid and the biometric 
LGHQWLÀFDWLRQ� V\VWHP� IRU� WKH�ZHOIDUH� DSSOLFDWLRQ�
system in Ontario. Some private sector businesses 
share the Commissioner’s view of having industry, 
DPAs and regulators work together to achieve best 
practices when it comes to designing systems, in 
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particular where sensitive data is processed in, for 
example, eHealth applications and smart-meters or 
smart appliances.125

63 ,Q� D� YHU\� UHFHQW� SXEOLFDWLRQ� RI� KHU� RIÀFH�� 'U�
Cavoukian offered a draft legislative framework 
LQWHQGHG� WR� SURYLGH� D� ¶ÁH[LEOH� EXW� HQIRUFHDEOH·�
approach to privacy protection.126 The paper outlines 
current legislative initiatives and applications of PbD, 
not unlike this paper, in the US, EU and Canada as a 
precipitant to its proposed draft framework.127 This 
draft is prescriptive in that it mandates a ‘Privacy by 
GHVLJQ�SURJUDP·��LQFOXGLQJ�VSHFLÀF�HOHPHQWV�RI�VXFK�
a program,128 but does not go as far as mandating 
VSHFLÀF� DQG� HQIRUFHDEOH� WHFKQRORJLFDO� VROXWLRQV��
The proposition also does not suggest mandatory 
‘privacy-by-default’ settings: 

Whenever reasonably possible, provide for 
that privacy protection automatically, so 
that no action is required for individual users 
or customers to protect the privacy of their 
personal information […]

64 This notwithstanding that privacy by default 
is a foundational principle of PbD. Perhaps in 
anticipation of the logical criticism, Dr Cavoukian 
writes:

In Privacy by Design, Privacy as the Default is the 
ideal condition to strive for. However, currently, 
the industry standard of practice for online 
consumer marketing is opt-out. Privacy as the 
Default would require a shift to ‘opt-in.’ But an 
immediate shift to an opt-in model (which is the 
standard of practice for sensitive information, 
such as personal health information) could 
be both impractical and, perhaps, harmful to 
industry. 

As one of the 7 Foundational Principles, 
Privacy as the Default must be read alongside the 
remaining principles. The fourth principle of Full 
Functionality (Positive-Sum, not Zero-Sum), 
requires that PbD achieve a doubly-enabling, 
‘positive-sum’ solution that provides a win-win 
result for both consumers and businesses – not 
one at the expense of the other. 

Taking into account the context involved – and 
context is key – it is possible to develop a two-
step process for achieving the spirit of Privacy 
as the Default in situations where the existing 
industry standard of practice presents a barrier 
to achieving the principle directly, right from 
the outset.

65 :KLOH� UHDVRQDEOH�� WKH� DERYH� MXVWLÀFDWLRQ� LV� QRW�
entirely satisfactory. That all principles ought to 
be read alongside one another is a fair statement, 
but six of the seven principles speak directly to the 

protection of personal data; only one, the positive 
sum principle, speaks to the balancing of interests 
between privacy and other relevant areas. The way 
it is described in this proposal, however, suggests 
that all six principles protecting information must 
be viewed in the context of one principle, essentially 
creating a two-tier system of the foundational 
principles, because all other principles do not 
require a side-by-side reading, as they naturally work 
together. This approach has never been advocated 
before and, arguably, would be a departure from 
what is commonly understood as PbD. At least, there 
is no evidence that such an interpretative approach 
has been taken by any other advocates of PbD, most 
notably Peter Schaar. 

66 Ann Cavoukian’s proposal makes an appropriate 
distinction between sensitive and less sensitive PII, 
as well as organization size,129 but missing is any 
and all mention of developers or manufacturers of 
technology being truly accountable for the systems 
they develop (from a privacy standpoint). This is 
an indication that the IPC’s approach to PbD may 
EH�¶&DQDGLDQ·�EXW�ZLOO�GUDZ�LWV�LQÁXHQFHV�IURP�WKH�
developments in the US rather than the EU. In fact, 
WKH�SURSRVDO�QRWHV�LWV�LQÁXHQFHV�DV�WKH�.HUU\�0F&DLQ�
Bill, as well as Massachusetts legislation, while failing 
to mention either the Article 29 Working Party or 
the German Commissioner’s recommendations in 
this regard.

67 Feasibility130 aside, PbD may not have much teeth if 
the obligations start at the user end of the life cycle. 
The German Commissioner notes that PbD principles 
need to be incorporated into products and services 
if PbD is to reach its full potential.131 The IPC’s 
proposition is silent on remedies or enforcement 
processes, so one could presume that the proposition 
ZRXOG�ÀW�LQWR�WKH�H[LVWLQJ�IUDPHZRUN�H[LVWLQJ�LQ��
for example, Canada’s PIPEDA or other European 
OHJLVODWLRQ�� ,W� GRHV� SURYLGH� VSHFLÀF� DQG� KHOSIXO�
guidelines and processes for organizations to follow 
as part of a PbD program.132

68 For organizations, the additional administrative 
burden could be substantial, and it would require a 
major change for many organizations, at least from a 
North American perspective. For those organizations 
active in Europe, the EU Directive already requires 
QRWLÀFDWLRQ� UHTXLUHPHQWV� IRU� DOO� DXWRPDWHG� RU�
partially automated systems that process PII. 

69 In Sweden, for example, the obligation133 is as follows 
(Section 36 Swedish Personal Data Act): 

Processing of personal data that is completely or 
SDUWLDOO\�DXWRPDWHG�LV�VXEMHFW�WR�D�QRWLÀFDWLRQ�
duty. The controller of personal data shall 
SURYLGH�D�ZULWWHQ�QRWLÀFDWLRQ�WR�WKH�VXSHUYLVRU\�
authority before such processing or a set of such 
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processing with the same or similar purpose is 
conducted.134

70 6XFK� QRWLÀFDWLRQ� UHTXLUHPHQWV� REYLRXVO\� PDNH�
supervisory authority of a PbD program easier, but 
they would be a massive change for both Canadian 
organizations (as well as being questionable whether 
a conservative government would ever condone 
such requirements) and the regulator.

71 Ultimately, the framework proposed by the Ontario 
Commissioner is straightforward and practicable. 
It presents a manageable middle ground between 
FRUSRUDWH�ÁH[LELOLW\�DQG�SUHVFULEHG�GDWD�SURWHFWLRQ�
technology standards, and may therefore prove to be 
attractive for lawmakers. The underlying rationale 
is surely one that will surface during the debate and 
consultation process surrounding the EU Proposal. 

D. Analysis

Individuals may want cyberspace to protect 
their privacy, but what would push cyberspace 
to build the necessary architectures? Not the 
market. […]. Collective Action must be taken […] 
and collective action is just what politics is for.135

72 It is clear that PbD is, no matter which stakeholders 
you consult in this debate, viewed as a valuable tool 
to a) protect data and privacy and 2) build trust in the 
systems, which is ultimately part of the commercial 
and political goal of furthering technology and its 
widespread use in society.

73 In order to build PbD into data protection legislation, 
there are clearly open matters which would require 
swift resolution. First and foremost, a decision would 
need to be made as to the manner in which this is to 
be achieved. Does one follow the proposed US road 
of organizational requirements, self-regulation or at 
best an in-principle-only mention in legislation or, 
alternatively, should PbD become an explicit integral 
part of law and mandate technology and standards? 
Or should PbD become part of PIPEDA or any other 
Canadian law at all? 

74 With the current government, it is highly unlikely 
that the Canadian federal framework will be adjusted 
to incorporate PbD any time soon. As noted, Bill 
C-12 includes nothing of the kind. However, if the 
EU Proposal moves forward to include prescriptive 
3E'�UHTXLUHPHQWV��&DQDGD�PD\�ÀQG�LWV�KDQG�IRUFHG�
to follow suit, at least incrementally.136 Then the 
Canadian approach might very well be one that is 
ÀUPO\�SODQWHG�LQ�WKH�PLGGOH�EHWZHHQ�WKH�86�DQG�
European ideas of PbD. The proposal by the IPC takes 
elements of both approaches into consideration. The 
problem, however, is that divergent approaches 
in this regard may not be very useful, given the 
borderless nature of modern computing. In the 

best-case scenario (from a privacy compliance 
perspective), an international company would 
adhere to the strictest standard, but given that the 
systems approach to legislated PbD requires all actors 
in the supply chain of the technology to embed PbD, 
this may become a very real practical problem. A 
European company could not easily source a system 
from the US if different legislative requirements 
applied to the technology and its application. 

75 The question of how older systems would be treated 
would also arise. The Ontario Commissioner is 
advocating ‘privacy by re-design’,137 and it is 
QRW� FOHDU� KRZ� WKLV� ZRXOG� ÀW� LQWR� WKH� OHJLVODWLYH�
framework. Notwithstanding the wide array 
of open questions with respect to PbD and its 
appropriate implementation, it is quite apparent 
that privacy experts view it necessary to consider 
and embed data protection at the design stage to 
protect the fundamental right that is privacy. For 
FHUWDLQ� DSSOLFDWLRQV� WKLV� ZRXOG� LQFOXGH� VSHFLÀF�
technological guidance for developers and data 
controllers without which the system could not 
be implemented. Whether these applications 
should include those mentioned in the Article 29 
Working Party recommendation and in the EU 
Proposal may be a source for future research, but 
from the examples of the Smart Grid, ELENA and 
the biometric recognition application it is clear that 
WKHUH�DUH�V\VWHPV�WKDW�UHTXLUH�VSHFLÀF�VROXWLRQV�DW�
their design stage such as encryption technologies, 
DGYDQFHG�FU\SWRJUDSK\�LQ�LGHQWLÀFDWLRQ�YHULÀFDWLRQ�
and privacy-by-default.

76 An item of particular interest would be whether 
the assessment of a system according to PbD 
principles could lead to outright prohibition. A ‘prior 
checking’138 requirement already exists under the 
EU Directive (Article 20). France, for example, has 
translated this requirement into an explicit ‘no-go’ or 
prior authorization statement for systems processing 
certain categories of sensitive data. These categories 
include systems where biometric or genetic data 
is processed as well as corporate whistleblowing 
systems (as applications processing potentially 
incriminating data or containing information could 
have adverse effects on the career of employees).139

77 Canadian federal and provincial legislation does not 
UHTXLUH�QRWLÀFDWLRQ�WR�WKH�DXWKRULWLHV�RI�V\VWHPV�
processing PII regardless of any sensitivity. Privacy 
Commissioners could therefore not prevent a 
system from being deployed based on, for example, 
LQVXIÀFLHQW� SULYDF\� GHVLJQ�� +RZHYHU�� YLD� WKH�
accountable-person requirement, PIPEDA indirectly 
could prevent a system from being deployed if 
the accountable person was not convinced that 
the system complies with PIPEDA. If PbD formed 
an explicit part of the legislation, the accountable 
person would need to ensure that any system 
took privacy considerations into account at the 
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design stage before allowing it to go live. If the 
legislator provided concrete guidance on how this 
is to be achieved for particular potentially intrusive 
systems,140 it would allow for the accountable person 
to benchmark more precisely. Failing to do so could 
then be the source of an enforceable complaint.

78 What the foregoing analysis makes clear is that 
compliance with PbD could potentially become 
complex, resource-intensive and expensive. If 
organizations are complaining now about the 
PLQHÀHOG�WKDW�LV�SULYDF\�ODZ��3E'�FOHDUO\�ZLOO�QRW�
make it any easier. For that reason regulators must 
ÀQG�ZD\V�WR�XVH�3E'�WR�DPHOLRUDWH�WKH�DSSURSULDWH�
risks while not focusing solely on harm and risk. 
Recall that data protection can also be about 
democratic rights and the right to determine what 
is done to one’s information. Additionally, seemingly 
non-sensitive information can in the aggregate 
become just that.

79 Going forward, regulators must take a clear position 
on the importance of PbD regarding the protection of 
SULYDF\��7R�DFFRPSOLVK�WKLV��3E'�PXVW�ÀUVW�EHFRPH�
an explicit principle of privacy law. Secondly, where 
the natureof the systems and sensitivity of the 
GDWDGHPDQGV��VSHFLÀF�WHFKQRORJLFDO�UHTXLUHPHQWV�
should be legislated on top of general principles. 
Making PbD an explicit part of legislation only may 
EH�DQ�LPSRUWDQW�ÀUVW�VWHS�EXW�ZRXOG�OLNHO\�QRW�EH�
enough to ensure the desired level of protection, 
not to mention the fact that in-principle only would 
SHUKDSV�QRW�HYHQ�EH�D�VLJQLÀFDQW�FKDQJH�IURP�WKH�
current framework, at least that of the EU.

E. Conclusion

80 The speed at which information is being moved 
into digital environments and from manual to 
automatic processes surely requires a re-thinking 
of how information about individuals is collected, 
stored, used and then protected in these novel 
environments. PbD as a concept is attractive in this 
regard as its aim is to prevent rather than mitigate 
harm to PII. Instead of focusing on patching systems 
when data is already at risk, its focus lies in designing 
the architecture of the system in a privacy-respective 
manner. Of course, this approach is not always 
feasible as many organizations use systems that 
have been built and developed over time, long before 
PbD was a term of art or even long before omnibus 
privacy legislation existed in the EU, Canada or 
elsewhere. In other words, whatever the reach of PbD 
will be in the future, systems will require on-going 
privacy patches. For PbD to have the required punch, 
however, it needs to be explicitly mentioned in 
privacy legislation as well as prescribing technology-
VSHFLÀF�VROXWLRQV�ZKHUH�UHTXLUHG��,W�LV�QRW�HQRXJK�
to have PbD as an organizational best practice. This 

especially holds true for Canada where law does not 
UHTXLUH�QRWLÀFDWLRQ�RI�3,,�SURFHVVLQJ�WR�,QIRUPDWLRQ�
Commissioners (or explicitly to the accountable 
person) and systems could therefore go live without 
having been vetted from a design perspective. PbD is 
too important and effective from a data protection 
standpoint to stand at the periphery of a legislative 
framework. It should be at the core.

81 Most importantly, any legislation would need 
to include a process through which a system or 
product could be prevented from going live until 
LW� LV� VXIÀFLHQWO\� GDWD� SURWHFWLYH�� 7KLV�PXVW� EH� D�
part of the framework in the private sector. For 
this to work properly, before putting a system into 
operation, organizations would need to submit a 
proposal for how the system will process personal 
data and for what purposes. This is where a DPO can 
DGG�VLJQLÀFDQW�YDOXH�DQG�DFFRXQWDELOLW\�ZLWKRXW�WKH�
organization having to communicate directly with 
the authorities. Some organizations are already 
following this best practice and, as we have seen with 
ELENA,141 the application of PbD principles can lead 
to the abandonment of a data processing application. 
In the public sector, these large projects are well-
known before becoming operational, but in the 
private sector this is obviously not always the case. 
Companies can design or use applications that do 
not have adequate protection in their architecture. 
The public may only know about these systems when 
it is too late, when personal data has been lost on 
account of a breach, misappropriation or leak. Again, 
an accountable DPO (as stated in the EU Proposal) 
would be a valuable link between the organization 
and the law to ensure that systems are designed 
and used compliantly. For PbD to make any sort 
of real difference in the way that personal data is 
protected, every actor in the life cycle will need to 
be accountable for their systems and technologies 
from a privacy protection perspective. Products 
and applications need to be brought to market with 
3E'� HPEHGGHG� IURP� FRQFHSWLRQ� WR� ÀQDOL]DWLRQ��
and organizations need to use these products to 
design systems that follow those same principles. 
It is the regulator’s mandate, however, to ensure 
WKDW�OHJLVODWLYH�UHTXLUHPHQWV�DUH�VXIÀFLHQWO\�FOHDU�
and that their adherence can be tracked (and 
enforced). Notwithstanding this obligation, the 
DUJXPHQW�WKDW�DQ\� ODFN�RI�FODULW\�RQ�WKH�VSHFLÀF�
meanings of PbD in every context should mean that 
its legislative adoption should not be encouraged, 
cannot stand where the right sought to be protected 
is as fundamental as the right to informational self-
determination and to be let alone.

�
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