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1 In early summer 2016, a number of scholars from diverse backgrounds met in Tilburg to discuss issues of intermediary liability and human rights. After a few passionate debates - as well as a round of drinks - a general feeling arose that the social issues at stake require a dedicated forum. To keep the momentum, we decided to set up an informal group - ‘Intermediary Liability and Human Rights’ - to kick-off periodical meetings and, on the kind invitation of Prof. Spindler, to launch a paper symposium with JIPITEC. This dedicated volume presents the fruits of this intellectual exercise. Its goal is to highlight that design of intermediary liability rules and their real-world effects can and also should be heavily scrutinized from the human rights law point of view. In this sense, Judge Spano’s recent article, in which he argues that the existing ECtHR case-law is best understood only as a starting point and of limited precedential value, is a perfect invitation for scholars in this area to join us.

2 To borrow from the band the Scorpions, ‘wind of change’ is in the air. Despite the fact that intermediary liability rules have been around for some time, the related debates seem to be increasing in intensity. The selection of contributions in this issue illustrates this very well. First of all, impatience of policy makers results in different types of ‘ultimatums’, such as the Code of Conduct, which are meant to incentivize a change without amending the laws. Second, there are a number of new policy proposals across the globe, which usually try to legally impose more proactive measures and not just wait for the firms to improve things on their own. Third, the courts are becoming increasingly involved in shaping how the environment should look like; the case-law surrounding hyperlinks and website-blocking are perhaps the most salient symbols of this trend. And lastly, human rights law and its community is awakening to the new ‘intermediated’ realities of the online world.

3 To name just a few recent initiatives and developments. Within the last few years, the European Court of Human Rights received more than a dozen of new cases in the area. The Council of Europe recently conducted a large scale

4 To mention just intermediary liability cases stricto sensu: ECtHR, K.U. v. Finland (App. no. 2872/02); ECtHR, Yildirim v. Turkey (App. Nr 3111/10); ECtHR, Akdeniz v. Turkey (App. No 25165/94); ECtHR, Cengiz and Others v. Turkey (App. no. 48226/10 and 14027/11); ECtHR, Delfi AS v. Estonia (Application no. 64569/09) – two decisions; ECtHR, Magyar Tartalomszolgáltatók Egyesülete and Index.hu ZRT v. Hungary (Application no. 22947/13); ECtHR, Rolf Anders Daniel Pihl v. Sweden (App. Nr. 74742/14); ECtHR, Payam Tamiz v United Kingdom (App. no. 3877/14) and pending cases of: Kharitonov v Russia (App no. 10795/14); Grigoriy Nikolayevich Kablis v. Russia (App. no. 59663/17); OOO Flavus and others v. Russia (App. No. 12468/15). The list of the related cases is much broader, see - CoE, ‘Internet: case-law of the European Court of Human Rights’, available at <http://www.echr.coe.int/Documents/Research_report_internet_ENG.pdf>.

* Assistant Professor at the Tilburg University (Tilburg Institute for Law, Technology and Society & Tilburg Law and Economics Center).

1 After the Tilburg meeting organized by me and Tilburg Institute for Law, Technology and Society (TILT), the second meeting took place in Amsterdam and was organized by Tarlach McGonagle at the Institute for Information Law (IViR), University of Amsterdam.


3 Feel free to drop me an email.
study regarding filtering and blocking policies in its Member States and is working on a set of political recommendations.5 The civil society globally launched a discussion about the principles regarding the best governmental practices.6 Open Society Foundations commissioned a report on the issue of human rights and self-regulation that was masterfully prepared by IViR.7 The Internet protocol community has just adopted a new tool to respect human rights in the area of Internet standards.8

4 A sceptic may wonder, why all this fuss all of a sudden?

Balkin convincingly argues9 that this is due to emerging privatized control of speech by ‘new governors’10 that challenges our existing human rights safe-guards. As also IViR’s report highlights, because the entities are private and our human rights ‘supervision’ only indirect, we are struggling to approach them in the traditional ways. Unlike the government, these gatekeepers are primarily responding not to a process of political accountability, but to (mostly economic) incentives on the market. But if market outcomes are driven only partly by the legal institutions, then governments can be at best ‘co-architects of the environment’. What is then a right approach for achieving human-rights compliant outcomes? Can existing doctrines be always relied on? The contributions of this dedicated volume all reflect on and demonstrate this challenge.

6 To begin with, Belli and Sappa provide a high-level discussion of how intermediary liability rules influence enjoyment of fundamental rights. They argue that when intermediaries are held responsible for their users’ activities, the foreseeable consequence is an increase on the types and the granularity of restrictions these private entities will introduce and implement, in an attempt to escape any liability. Moreover, they emphasize intermediaries’ regulatory role while contractually regulating the content and applications that their users access and share.

7 Frosio argues that we are witnessing the rise of monitoring obligations that are being imposed on online intermediaries around the world. He observes that proactive monitoring and filtering are increasingly finding their way in the legal system as the preferred enforcement strategy through legislation, judicial decisions, as well as private ordering across the entire spectrum of legal areas. He interprets this trend as the death of ‘no monitoring obligations’.

8 Kaléda then zooms in at one of such emerging policies that is heavily used in the European Union, namely injunctions against intermediaries. In his contribution, he analyses how the principle of effective judicial protection shapes the enforcement practice of the website blocking. He argues that these novel injunctions are affecting the rights of multiple third parties. As a consequence, we should give more weight to procedural fundamental rights stemming from Article 47 of the Charter. This new perspective has, in his view, several advantages, such as it must be applied by the courts of their own motion and it could lead to the establishment of a minimum procedural standard across the Member States.

9 Kuczeraw in her contribution reviews the possibilities of the existing legal framework from the perspective of freedom of expression. She is also interested in harmonization, but of different kind. She examines to what extent the doctrine of positive obligations, under both the ECHR and the EU Charter, may require the EU legislator to take additional legal measures to protect freedom of expression online, such as by introducing effective procedural safe-guards.

10 And last but not least, Burke and Molitorisova close by looking at the digital freedoms from the perspective of more encompassing user rights to anonymity. They explore the CJEU’s recent McFadden judgment and earlier case-law in order to crystalize the CJEU’s position on the anonymity of users. They criticize the disproportionately narrow scope of the judicial analysis and identify a number of useful patterns.

11 The contributions thus represent an excellent mix of doctrinal and comparative approaches to the debate. I hope that the reader will enjoy reading them as much as I and JIPITEC’s excellent anonymous peer-reviewers enjoyed reviewing them.

Martin Husovec, November 2017

---

6 See <https://www.eff.org/files/2015/10/31/manila_principles_1.0.pdf>.
The Intermediary Conundrum
Cyber-Regulators, Cyber-Police or Both?

by Luca Belli and Cristiana Sappa*

Abstract: The design of intermediary liability regimes has crucial impact on Internet users’ capability to fully enjoy their human rights. When intermediaries are held responsible for their users’ activities, the foreseeable consequence is an increase on the types and granularity of restrictions that private entities will implement to escape liability. This article argues that, besides jeopardizing users’ rights, this situation can increase costs for both intermediaries and new entrants, while transforming intermediaries in cyber-regulators and cyber-police. As points of control of networks, platforms and a variety of cyber-spaces, intermediaries have the possibility to regulate effectively the behavior of users through their terms of service and to enforce such private ordering in an autonomous fashion, through a number of technical measures. In this regard, intermediaries undertake a true role of private regulators, contractually regulating the content and applications that users are allowed to access and share as well as the ways in which their personal data can be collected and processed. Furthermore, intermediaries are regularly asked by public actors to take active steps in order to enforce national legislation, spanning from copyright infringement to privacy, from illegal hate speech to child pornography. The requests for banning specific forms of expression or limiting their circulation may be in the name of the personality rights, such as the reputation of individuals or companies, but also privacy, personal data protection, or, more frequently, Intellectual Property Rights (IPRs). The implementation of such requests may occur by imposing ex ante filters or blocking techniques, aimed at regulating the flow of information, or by imposing ex post removals of data, notably through notice-and-take-down mechanisms. Crucially, such mechanisms may be imbalanced, protecting specific interests while simultaneously discouraging user expression, participation and innovation, and raising costs for private economic initiatives, thus limiting the fundamental freedom of conducting a business. This work adopts a critical approach to analyze the role that many Internet intermediaries have undertaken as cyber-regulators and cyber-police. Subsequently, it discusses the current legal framework on intermediary liability, with particular regard to the case law of the Court of Justice of the European Union.

Keywords: Internet intermediaries; intermediary liability; private ordering; cyber-police; fundamental rights; Internet-users’ rights

A. Introduction: Intermediaries’ Private Orderings and Their Impact

1 As the use of the Internet has increased for both personal communication and business purposes, attention is increasingly turning to the role that intermediaries play. In this context, how the intermediary’s liability is designed has a crucial impact on Internet users’ capacity to fully enjoy his or her human rights. Users may include natural persons, non-commercial users and business users. Indeed, when intermediaries are held responsible for their users’ activities, the foreseeable consequence is an increase on the types and the granularity of restrictions these private entities will introduce and
implement in an attempt to escape any liability.

2 Intermediaries effectively become central points of control over a variety of cyberspaces, including electronic networks, platforms and the network of connected “things”. The intermediaries are able to effectively regulate the behaviour of users through their Terms of Service (ToS). The intermediaries enforce their private ordering through several technical measures. In this regard, intermediaries undertake the role of private regulators, enjoying the power of contractually regulating the content and applications that users access and share. This extends to the ways in which the user’s personal data is collected and processed. Furthermore, intermediaries are regularly asked by public actors to take active steps to enforce national legislation, spanning from copyright infringement to data retention, from hate speech to child pornography. The requests for banning specific forms of expression or limiting their circulation, may be in the name of personality rights, such as the reputation of individuals or that of companies. It is also about privacy and personal data protection. More frequently than not, it is about enforcing Intellectual Property Rights (IPRs).2

3 The implementation of such requests may occur by imposing ex ante filters or blocking techniques,3 aimed at regulating the flow of information. It may also occur by imposing the ex post removals of data. This notably happens by means of notice-and-takedown mechanisms.4 Moreover, the contractual limitations on the basis of which blocking, filtering and removals are implemented may be based on vague and unclear ToS. This makes it particularly difficult, if not impossible, for a regular user to understand the limits imposed on his or her freedom of expression. Therefore, any user may face legal uncertainty and lack the appropriate remedies to seek redress in the event of abusive blocking or removal occurring. In addition, the implementation of ex ante filtering seems to be inefficient. It imposes higher costs, while at the same time conflicting with the principle of proportionality.5 In fact, ex ante limitations to the circulation of information may be imbalanced, protecting specific interests while simultaneously discouraging user expression, participation, and innovation. It may additionally have the effect of hampering the freedom to conduct a business,6 by raising the costs for private economic initiatives.

4 Intermediaries regulate the services they provide through standard contracts, commonly referred to as adhesion contracts or boilerplate contracts. The main feature of any standard contract utilised by any intermediary is that the contract is not the product of a negotiation.7 On the contrary, the conditions are pre-determined by and express the one-sided control of a single party. Over the past few years, this type of contract has become the object of numerous critique.8 The critique ranges from the unilateral provisions, the almost entire absence of negotiation between the parties, and the quasi-inexistence of the bargaining power of one party that is required to adhere to the terms. Internet users’ mere adherence to the ToS imposed by the intermediaries gives rise to a situation where consumers mechanically ‘assent’ to pre-established contractual regulation. According to the same ToS, the intermediaries may continue to modify the ToS unilaterally.9 Hence, except for

---

2 See ibid.; EUCJ, 24 November 2011, C-70/10, case Scarlet Extended, EIPR 2012, p. 429ff., commented by D. Meau, SABAM v. Scarlet: of Course Blanket Filtering is Unlawful, but This isn’t the End of the Story.

3 At EU level, article 16 of the EU Charter of Fundamental Rights explicitly enshrines the freedom to conduct a business. See <http://www.europarl.europa.eu/charter/pdf/text_en.pdf>. This provision finds no explicit parallel in international human rights law although the constitutional elements of this right can be found in the freedom to enjoy the right to property and freedom of expression.

4 See the seminal work of O. Praunzit. The standardization of commercial contracts in English and continental law, Sweet & Maxwell, London, 1937.


6 A recent study conducted by the Center for Technology and Society at Fundação Getulio Vargas analysed the Terms of Service of 50 online platforms, establishing that only 30% of the analysed platforms explicitly commit to notifying users.
the possibility to “take it or leave it”, users have no meaningful say about the contractual regulation they are forced to abide by. This context of “contractual authoritarianism” is further exacerbated in the Internet environment. Besides having the power to unilaterally dictate the ToS, intermediaries also enjoy the capability to unilaterally implement their ToS-based private ordering.

Although it can be argued that private orderings are not a problem per se if users have the possibility to switch to another intermediary, it must be noted that such a possibility can be severely limited. This can be due to lack of competition, user lock-in practices, and the fact that all intermediaries regulate their services via unilaterally established and unilaterally implemented ToS. Furthermore, the potential benefits of switching to other competitors are greatly reduced when all market players include the provisions that are materially the same within their ToS to avoid liability for content shared by or activities carried out by third parties. In this regard, this article argues that intermediaries may enjoy far-reaching powers on the cyberspaces under their control, while the current legislative tendencies seem to encourage the adoption of “voluntary measures”, that strengthen the intermediaries’ position of “points of control”, rather than reducing it.

In the first section of this work, we will critically analyse the role that many Internet intermediaries have undertaken as cyber-regulators and cyber-police. To understand this evolution, we will focus on the concepts “regulator” and “police”, to subsequently analyse the functions of Internet intermediaries. In the second and third sections, we will discuss the current EU legal framework on intermediary liability, and consider the evolution of the intermediary liability regime, with particular regard to IPRs violations, while stressing how the implementation of such a regime may limit the full enjoyment of Internet users’ fundamental rights. Lastly, we draw conclusions, arguing that the regulation and policing of cyberspaces shall conjugate efficiency and due process requirements. The regulation should be grounded on the responsibility of intermediaries to respect users’ fundamental rights. Due to the abundance of intermediary liability literature focused on the US system, and to the potentially global impact of the ongoing EU reforms, we will mainly analyse the regime through a European perspective. We aim to bring a fresh approach to the debate.

B. Section I: From Regulators and Police to Cyber-regulators and Cyber-police

Intermediaries are not only vital to ensure the well-functioning of the Internet. They also enjoy the privilege of unilaterally defining the private ordering of the cyberspaces that it comprises of. Hence, such entities become key points of control or “chokepoints”, with the aim of providing order and enforcing national legislation into portions of the Internet. Indeed, due to the control they exercise on their systems as well as the enormous amount of data they collect and store about users, intermediaries become essential partners of governmental agencies to conduct investigations and enforce the law of the land. Intermediaries define contractual terms to which users have to abide, enjoy the ability to enforce their ToS independently from state-based law-enforcement mechanisms. Intermediaries put in place alternative dispute resolution processes, adjudicate disputes between users, based on the intermediary-defined contractual regulation, which is implemented via technical means. This combination of quasi-normative, quasi-executive and quasi-judicial powers assigns a particularly authoritative position to the intermediaries. It concentrates a remarkable power in their hands. This power may be deployed on the specific cyberspace under the control of the intermediary, be it a platform, an electronic network or even a
network of connected devices (or “things”). Such amalgamation of power is due to the intermediary’s capacity to define and subsequently control the logical architecture of a given application or the hardware on which network infrastructure and connected things, are based.

8 Internet intermediaries concentrate the powers, because they both create the applications, networks and things under their control and regulate their functioning. In doing so they establish the ToS-based private orderings. Conversely, it is interesting to note that national legislators attribute such combination of powers to the administrative agencies that regulate specific issues, such as telecommunications, personal data protection, or medical products. This section analyses the main features of regulators and police in the offline world. Using these features, we are able to draw parallels between the agency of administrative entities and Internet intermediaries in the subsequent sections. Administrative bodies have a positive obligation to protect human rights and to operate transparently, impartially and in the public interest. However, it may be hazardous to delegate such public attributions to Internet intermediaries. The fundamental purpose of the Internet intermediary is to maximise profit in the private interest, with no duty of impartiality, transparency or human rights protection.

9 While the twentieth century witnessed the emergence of the modern administrative state, the twenty-first century is undoubtedly witnessing the digital transformation of the state and the digitisation of social interactions at large. Such a trend is corroborated by the ever-increasing migration of public activities to the online environment. Furthermore, public services are digitised, social networking platforms are emerging and are constantly encouraging online public debate. The aim is to collect the greatest amount of data on users’ interactions. This digital evolution has not simply transformed the way individuals communicate with each other and speak to the polity. It has also empowered various intermediaries with the capability to monitor users, constantly collecting data on individuals’ behaviour, and to regulate digital interactions. These transformations have clearly demonstrated that Internet intermediaries play a pivotal role in advancing public policy objectives, due to their position of control. For this reason, the legislature and the government has increasingly delegated traditional regulatory and police functions to the intermediaries that design and organise digital environments.

10 Such delegation was traditionally achieved by stimulating “voluntary commitments”, to regulate and police in order to avoid liability. More recently it has taken the form of an obligation to police and decide what constitutes unlawful or “harmful” content. Intermediaries have traditionally tried to avoid liability by banning illicit conduct from the cyberspaces under their purview. These bans are enshrined in the ToS and implemented either algorithmically or manually. Manual implementations are conducted by employing individuals who actively monitor users’ compliance to the ToS. However, it must be noted that private regulation may be over-restrictive and private enforcement frequently leads to erroneous decisions. This in turn, may result in unduly limiting the fundamental freedoms of individuals. This effect should suggest to legislators that delegation of traditionally public functions to private intermediaries might be a negative trade-off. Recently adopted legislation, such as the German law on Enforcement on Social Networks is telling. It exemplifies the tendency towards “responsibilisation of intermediaries”, by increasing their “voluntary” regulation and policing, rather than decreasing the delegation of public functions to private ordering.

11 To understand the tendency towards the transformation of Internet intermediaries into cyber-regulators and cyber-police, we develop a preliminary digression on the role and functions of regulators and police. We explore the intermediary liability regime and will identify similarities between, on the one hand, traditional regulators and police, and on the other hand, intermediaries acting as cyber-regulators and cyber-police.

17 See, for instance, the Code of Conduct on illegal online hate speech, developed by Facebook, Twitter, YouTube and Microsoft, together with the European Commission, which establishes a series of commitments to combat the spread of illegal hate speech online in Europe <http://ec.europa.eu/justice/fundamental-rights/files/hate_speech_code_of_conduct_en.pdf>.

18 As an example, in May 2017, Facebook announced the adding of “3,000 people to [Facebook’s] community operations team around the world – on top of the 4,500 we have today – to review the millions of reports we get every week.” See M. ZUCKERBERG. (3 May 2017). Official announcement. <https://www.facebook.com/zuck/posts/10103695315624661>.

19 For instance, empirical evidence of over-removal is abundant. For an overview of tools and techniques utilised to implement “takedowns” of illicit content, exploring mistakes “made by both “bots” and humans,” see URBAN, J. M., KARAGANIS J. and SCHOFIELD B. L., supra, note 4.

20 The German Parliament adopted the law on 30 June 2017, requiring every “social media” company operating in Germany and having more than 2 million users to remove content that is deemed as illegal by German legislation – and, therefore, to assess the legality of the content – within 24 hours of the notification.
I. Regulatory Agencies and Police in the Offline World

12 Regulation and police are traditionally considered as public functions, performed by bodies operating independently and transparently, and in the public interest. Over the past century, states restructured their organisations, fostering efficiency and ensuring the transition from the welfare state to the regulatory state. In the process, states developed issue-specific regulation and established issue-specific regulatory agencies.21 On the one hand, the rise of participatory governance processes grounded the legitimacy of administrative regulation on openness to collective wisdom expressed through numerous associative processes that provide inputs and feedback for the development of regulation. At the same time, it constituted the participatory legitimacy of the administrative agency. On the other hand, regulatory agencies have been relying on a variety of tools – of an administrative or private nature – to provide equilibrium to the sectors under their ambit.22 Notably, the experimentation of new co-regulatory approaches demonstrated the possibility to strike a balance between conflicting interests, in an efficient fashion. For instance, by promoting technical standards or contractual agreements and avoiding burdensome rule-making processes. In this context, it is important to clarify that regulation can be exercised through a variety of tools that may be more effective than traditional public-law tools, such as through courts decisions or through legislation.23 Hence, self- and co-regulation undertake a complementary function, becoming particularly widespread when state regulation proves to be ineffective and inefficient.24

13 The Internet offers a good case study for the inefficiency of public regulation. This is due to the intrinsic geographic and physical limitations of public law that may prove difficult to implement in a transnational and digital environment. It is in this environment that intermediaries such as content and application providers operate. Hence, Internet intermediaries may either be required to apply national legislation as a condition to operate in a given country, or be encouraged to “voluntarily” regulate user behaviour via more efficient private ordering. It is in this context that intermediaries solely define their ToS, and thereby regulate the cyberspaces under their purview, as if they were private regulators.

14 The term “regulator” is generally used to refer to public authorities responsible for monitoring a specific sector. The regulator addresses the conflicting interests of a wide range of stakeholders and establishes an adequate equilibrium in that sector. Regulators are supposed to act in the public interest. They derive their authority from legislative delegation of power that determines the scope of the issues within their purview. The independence of regulatory agencies is the very basis of their legitimacy. In fact, by being independent from the traditional structure that defines administrative organisations, which is based on a hierarchical structure, regulatory entities are supposed to be shielded from the undue influence of both political and economic interests.25 Such independence makes administrative agencies less easily susceptible to external pressure. This provides the conditions necessary to regulate in the public interest.

15 A further element of legitimacy for regulators is the specificity of their regulation. Indeed, being unable to rely on a democratic mandate, the legitimacy of an administrative body to regulate depends on the legislature’s devolution of a portion of sovereignty, but limited to a specified scope and defined sector. Such delegation signifies the willingness to transfer the authority to regulate a given issue from the democratically elected bodies to specifically mandated agencies. This is carried out on the basis that the agencies enjoy the scientific or technical competencies necessary to take decisions about particularly complex topics. The establishment of independent regulatory agencies aim not only at removing the administration from the influence of political and economic power. It also aims at creating efficient decision-making bodies whose decisions are based on scientific considerations.26 The development of evidence-based regulation, independent of particular interests, is indeed the real raison d’être of the regulatory agencies. In turn, the delegation of regulatory power from the legislature represents

21 Regulatory agencies differ from executive agencies. The former are characterised by independence from the administrative hierarchy and by the attribution of regulatory powers, while the latter are usually affiliated to a ministry or department and manage the implementation of specific governmental policies. See K. Datla and R. L. Revitz, Deconstructing Independent Agencies (and Executive Agencies), in Cornell Law Review, vol. 98, no 4, 2012; Conseil d’État. (2012). Les agences: une nouvelle gestion publique? Les rapports du Conseil d’État. <http://www.ledocumentationfrancaise.fr/var/storage/rapports.publics/124000501.pdf>; L. Belli, supra, note 15, pp. 109-114. In this section, we use the terms agency and regulator to refer generally to regulatory agencies.


23 See ibid., pp. 97-129.


25 Although the degree of independence as well as the specific positioning within the administrative structure may vary according to the legal system in which a regulator is established. For a complete analysis of the characteristics of regulatory agencies, see Conseil d’État, supra, note 21.

of personal data. See<br>signatories of the 1981 Council of Europe convention on the<br>protection of personal data. See<br>liberal rule, which enjoys the power to inspect industrial sites, conduct controls of laboratories, and conduct scientific, medical or economic evaluations of any product it deems necessary to protect public health. To implement such powers, the agency can take evidence-based decisions to suspend, ban, or restrict the circulation and use of any product or practice that may cause danger to public health. The special police functions performed by ANSM usefully exemplify a distinction between administrative police and judiciary police, which is particularly evident in French administrative jurisprudence. Subsequently, the providers must de-index such information, in order to provide effective and complete protection to users. This combination of regulatory and executive functions is a characteristic of regulatory agencies.

16 Indeed, in addition to the traditional administrative functions of authorisation and control, regulatory agencies have the power to lay down general rules. The rules are there to help manage their application services and to resolve disputes with a view to effectively discipline the sectors within their competence. In this context, because of the plurality of powers conferred upon them, the regulators represent a genuine “legal oxymoron”. The regulatory entities may be empowered to make rules (regulatory power), control their execution (executive function), adjudicate disputes, and pronounce administrative sanctions (judicial power).

The aim is to promote the public interest and to achieve their regulatory objectives effectively. The achievement of a superior – usually constitutional – interest is therefore the rationale that explains the combination of quasi-normative, quasi-executive, and quasi-judicial attributions. Such a combination is justified since the agencies’ sector-specific regulation is not politically driven but rather based on objective scientific considerations and empirically demonstrable evidence.

17 Lastly, it is important to stress that some administrative agencies exercise the powers that may be categorised as “special police” attributions. A telling example in this instance may be found in the French Health Products Safety Agency (ANSM), which enjoys the power to inspect industrial sites, conduct controls of laboratories, and conduct scientific, medical or economic evaluations of any product it deems necessary to protect public health. To implement such powers, the agency can take evidence-based decisions to suspend, ban, or restrict the circulation and use of any product or practice that may cause danger to public health. The special police functions performed by ANSM usefully exemplify a distinction between administrative police and judiciary police, which is particularly evident in French administrative jurisprudence. A brief analysis of such a distinction will allow us to better understand the role undertaken by Internet intermediaries that police the cyberspaces.

18 The term “police” generally refers to bodies whose fundamental purpose is to preserve public order and public safety through the enforcement of rules and by assisting the public. On the one hand, administrative policing presents a preventive character, having the main objective of protecting public order and morality, which is unique to every country and may also be structured in special administrative police, dealing with specific issues. On the other hand, judicial policing has a repressive character, aimed at recording offenses against criminal law, gathering evidence and searching for the perpetrators of specific offenses. The

---

27 Positive theories of regulation affirm that regulators are instituted when: the government deems it necessary to protect consumers from potentially abusive behaviours of market players when competition is ineffective or inexistent; to overcome information asymmetries in a given sector while promoting the public interest; to foster competition in a given sector; or to protect specific fundamental rights. An example in this regard is the establishment of the French Data Protection Regulator in 1979, and the subsequent requirement of national data protection authorities for all signatories of the 1981 Council of Europe convention on the protection of personal data. See Loi n° 78-17 du 6 janvier 1978 relative à l’informatique, aux fichiers et aux libertés, available at <http://tinyurl.com/hfw0yyp>; COUNCIL OF EUROPE, Convention for the Protection of Individuals with Regard to Automatic Processing of Personal Data, 1981, available at <https://rm.coe.int/1680078d37>.


31 See Conseil d’État, supra, note 21, p.50; Agence nationale de sécurité du médicament et des produits de santé, <http://ansm.sante.fr/>


33 States have both the right and obligation to determine their own moral values in whatever form they see fit with the aim of meeting the requirements and needs of their citizens. At the EU level, such principle is particularly evident in EUCJ, Case 34/79, Henn and Darby (1979), <http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=CELEX:61979J0034:EN:FT:ML>.

34 See Conseil d’État, Consorts Baud, cit.; Tribunal des Conflits, Dame Nouelek, cit.
criteria to distinguish between administrative and judicial police depends on the intent for which police operations are undertaken. It particularly depends on the existence of a link between a police operation and a criminal offence. Administrative policing is aimed at the general preservation of public order and morality. Judicial policing is aimed at the special repression of given offences. Similarly, intermediaries implementing voluntary measures to remove or disable access to specific content act as administrative police. Intermediaries who retain personal data of criminal offenders or block access to content by complying with court decisions, act as criminal police.

Policing, as policymaking and giving justice, are considered as quintessentially public functions. However, it must be noted that policing may be delegated to private bodies, to cope with the deficiencies and limited resources of the public bodies. Private police are funded and operated by non-governmental entities with the aim of enforcing (public or private) rules, fostering order and safety within privately owned spaces that are generally publicly accessible, such as shopping malls or residential compounds. Such spaces are publicly accessible but controlled by private entities that may establish their own “police” as a private service, or subcontracting it. The goal is to safeguard both the well-being of the individuals who have access to and the safety of the business that are hosted in the malls or complexes. Similarly, it can be argued that, cyberspaces may be considered as publicly accessible “spaces” although they are created, maintained, and regulated by private intermediaries that can also act as cyber-police to monitor the implementation of both the ToS and national legislation. Private and public police officers have a similar function. Both seek to guarantee the respect of the established rules and increase safety. Private police however may be more concerned with creating a favourable environment for those who fund them rather than with justice. Such considerations seem particularly relevant to properly understand the consequences of delegating to private intermediaries. The natural behaviour of private intermediaries is profit maximisation rather than the promotion of public welfare. The public welfare task, in this context, is to regulate and police cyberspaces, especially when such environments play a pivotal role as a platform that fosters public debate.

II. Cyber-regulators and Cyber-police

The Internet exacerbates the concentration of powers in the hands of private intermediaries, which retain full control over the systems they conceive, operate and regulate. Such a situation has been compared to a revival of feudalism. The intermediaries enjoy quasi-legislative, quasi-executive and quasi-judicial powers. This is giving rise to a form of private quasi-sovereignty. Similarly to the administrative regulators illustrated above, intermediaries enjoy the power to prescribe rules. However, unlike administrative regulators, intermediaries also enjoy the power to modify their contractual regulation at their own discretion, being subject to no other constraint, other than the more or less stringent limits of their contractual autonomy. This means that the intermediaries’ private ordering undertakes a quasi-legislative function, consisting of the ability to define what behaviours and what information is allowed within their cyberspaces. As an instance, application providers may unilaterally define what content is banned from their platform, what and how personal data is collected, and even what personal information is no longer relevant or in the public interest and should be de-listed from search engines. Furthermore, intermediaries enjoy the quasi-executive power to implement their contractual regulation by defining the software and hardware architecture of the cyberspaces under their purview and by implementing their own decisions, such as the removal of content deemed as abusive by the ToS. Lastly, intermediaries enjoy a quasi-judicial power, because their ToS may impose alternative dispute resolution systems to solve conflicts amongst users, based on the contractual provisions they define unilaterally.

36 See idem.
39 See note 9.
41 For a complete analysis of the decision giving rise to the so-called “right to be forgotten” and its consequences on Search engine capability to delist information, see H. Kranenborg, Google and the Right to be Forgotten, European Data Protection Law Review, 2015, 70.
42 In this regard, the aforementioned study by the Center for Technology and Society at FGV has demonstrated that 34% of the analysed contractual agreements imposed arbitration as the only method for dispute resolution. See <http://tinyurl.com/toshr>.
As pointed out by the OECD, even in the absence of legal compulsion, intermediaries frequently define and implement policies aimed at restricting the use of their systems in order to avoid liability for potentially illegal activities perpetrated thereon. Moreover, many intermediaries establish so-called community guidelines, to define what content is admissible or inadmissible, and thereby avoid liability for user-generated content. In this context, the enforcement of the ToS and the community guidelines entail a wide spectrum of private policing activities, spanning from the implementation of algorithmic filtering to the active monitoring of users’ publications by dedicated agents. As mentioned above, such an approach has been encouraged by legislators to avoid the costs of rule-making, while letting intermediaries free to define efficient policies based on business best-practices.

Based on the distinction stressed in the previous section, we may argue that Internet intermediaries operate as special administrative police, with the goal of ensuring the order and morality within their systems, according to their own rules, while they act as judicial police to implement public law. The special police functions are performed in two diverse ways. First, when establishing the logical architecture of their systems, intermediaries create a self-performing police function within the very structure of their systems, which are configured to prohibit activities prescribed by the ToS and the legislation the intermediaries abide by. Second, intermediaries – and notably platform operators – may establish special teams dedicated to monitoring the activities of platform users to ensure compliance with the platform’s own contractual regulation. For example, Facebook can remove any content that is determined to violate its ToS thanks to hundreds of reviewers. Any user considered by Facebook as having posted such content is subject to the suspension or blocking of his or her account. The same procedure is established by the majority of platforms, which explicitly foresee the possibility to terminate user accounts without previous notice and without allowing users to challenge the decision. Furthermore, intermediaries act as judicial police, or at least judicial-police subsidiaries, by cooperating with law enforcement agencies, collecting evidence for enquires, and implementing court decisions through blocking, filtering and take-down measures.

As we will point out in the following section, the possibility of such cooperation – be it by virtue of a legal obligation or as a consequence of so-called “voluntary commitments” – is turning intermediaries into an essential component of law enforcement mechanisms on a global scale.

C. Section II. The current EU trend on ISPs liability

In EU legal jargon, the term Internet Service Provider (ISP) generally refers to intermediaries that may play various roles as to the circulation of information online. In the beginning of the Internet era, most of the entities that qualified as ISPs did not deliver content protected by IPRs and were predominantly of a passive nature. However, to a limited extent they could facilitate the infringement of IPRs by their subscribers. Policy makers have therefore always been reluctant to excise them from liability. The first generation of legislation introduced reflected this scepticism. Indeed, apart from residual circumstances, the misconduct of intermediaries has generally been qualified as secondary or indirect liability. This was because ISP liability was incurred only when the primary infringer, who is a different subject from the ISP, has committed a direct violation.

Recently, new and very active actors have gained prominence. These are actors that are providing platforms on which information can be created, edited and shared by users. They index and make such information searchable. They even create connections among different devices. Such an evolution constitutes a radical change of the general category of ISPs as well as the role of such players regarding the dissemination of information. A notable distinction has emerged between two types of providers. On the one hand, there are the service providers that are considered as “mere conduits of information”, and have an obligation to “treat all

---

43 See OECD, supra, note 16.
44 See note 4, 17 and 18.
45 Idem.
46 See supra, note 18. Facebook’s ToS and policies can be found at <www.facebook.com/policies/?ref=pf>.
47 Such provisions can be found in 88% of the platforms analysed by the study on ToS and Human Rights, conducted by the Center for Technology and Society at FGV, which has also demonstrated that none of the analysed platforms commit to notifying users before proceeding with account termination. See supra, note 9.
48 For example, see Twentieth Century Fox Film Corp v. Newzbin Ltd [2010] EWHC 608 (Ch) (UK).
traffic equally”.51 On the other hand, there are the online service providers such as “online platforms”.52. The latter group undertakes a more active role in the organisation and circulation of information. As a result, policy makers have recently re-focussed their attention on intermediaries. The attention is particularly focussed on aspects of potential liability when the intermediary is deemed as an active ISP.

26 Considering the impact liability-related rules can have on the online environment, a predictable and clear perimeter of intermediary liability is essential to ensure overall legal certainty and to enable access to effective remedies in case of an infringement. Notably, secondary liability of intermediaries is considered the only efficient strategy to compensate right holders in the event their IPRs are infringed, and the infringers are difficult to catch. It is crucial to understand however, that in the event intermediaries are considered as strictly liable, this would unreasonably and negatively affect legitimate information dissemination. This may in turn jeopardise the free flow of information and innovation. Consequently, ISP liability rules should be clearly defined, with particular regard to limitations and the so-called “safe harbours” for intermediaries. The clear establishment of “safe harbours” is indeed essential to balance the different, but equally important interests involved in the digital realm. These include the users’ interest to have the greatest possible access to information and innovation. Similar interests that warrant protection include the potentially competing interest of any subjects producing and those disseminating content for business purposes or any other purpose.

27 The scope of the “safe-harbours” has been a subject of discussion in recent years. In the EU, the overall goal of fostering market growth has been used as a justification for renewing attention on the topic, for over twenty years.53 The issue in the current debate is thus the same as the one preceding the introduction of the (still) current general legal framework on ISP liability within the e-commerce Directive. It refers to how to (re-)design ISP’s liability to foster market growth. The technical and social framework is very different from the one in which the e-commerce Directive was discussed, particularly because platforms are now deep-rooted elements of the Internet ecosystem and are considered to be covered by the notion of the ISP. What differs in today’s discussions is the approach used and suggested by decision-makers. In fact, the rationale of the existing framework is that the sound protection of rights shall be ensured to boost market growth. Such an approach can be found in the data protection rules,54 in some decisions of the European Court of Justice (EUCJ) and the European Court of Human Rights (ECHR).55 Furthermore, the EU legislator decided to align with this trend, introducing ISP-liability-related principles in the proposal for a new copyright directive.56 Considering the preparatory works of the upcoming reform,57 it is not excluded that the revision of the current enforcement Directive 2004/48/EC will follow the same trend.

28 For the time being, the e-commerce Directive remains untouched, although the complexity of the current technical and social context brings about more challenges compared to previously. A sectorial approach may appear as the most effective to face these challenges, although it may not be ideal to face such complexity. However, as we discuss in Section III and in the Conclusion, the consistency of the current sectorial approach with the acquis communautaire remains unclear and the method currently used, risks leading to further contradictions in the overall

55 The case law of the EUCJ and of the ECHR is mentioned and the infringers are difficult to catch. It is particularly focussed on aspects of potential liability when the intermediary is deemed as an active ISP.
57 See infra, note 94.
legal framework, thereby reducing legal certainty and harmonisation, rather than increasing it. Furthermore, such an approach risks negatively affecting the users’ freedom of expression, as well as the freedom of ISPs to conduct a business. In the latter case, it unduly limits the chances to enter and remain competitive in the market, particularly for platforms. Consequently, we argue that it seems over-optimistic to think the proposed strategy will favour the achievement of a (Digital) Single Market. On the contrary, such an approach may foster a less eclectic market, where questions as to the fundamental freedom to conduct a business, and the freedom of expression arise, while antitrust-related issues will remain unsolved.

I. How did we get here?

29 The international legal framework on copyright or related rights does not embed express rules on the liability of ISPs. The 1996 WIPO Copyright Treaty (WCT) only concerns the right of communication to the public of the right holders. Nevertheless, in the Agreed Statements Concerning the WCT, article 8 states: “... it is understood that the mere provision of physical facilities for enabling or making a communication does not in itself amount to communication within the meaning of this Treaty [...]”58 Such a provision is considered to indirectly provide “safe harbours” for technological intermediaries.

30 In the same period as when the WCT was negotiated, national policymakers started developing rules on ISP liability. Policy makers introduced exceptions and the so-called “safe harbours”.59 Notably, the European debate of the late nineties focused on ISP liability, but from a market growth perspective. Such discussions led to the introduction of the e-commerce Directive that, amongst its main purposes, aimed at limiting legal uncertainty by harmonising the different national approaches to ISP liability for wrongful conduct carried out by their users through their systems. According to the e-Commerce Directive, no general obligation to monitor the stored or transmitted information was imposed on the ISPs, nor a general obligation to actively seek facts or circumstances indicating illegal activity.60 Indeed, such an obligation would have been considered a disproportionate burden for any ISP and a barrier to economic development. In addition, the e-commerce Directive introduced horizontal, “safe harbours”, relieving ISPs from liability in three different cases. Firstly, art. 12 of the e-commerce Directive excluded liability for mere conduits, by specifying that access providers are not liable for the information transmitted on the condition that they: (a) do not initiate the transmission; (b) do not select the receiver of the transmission; and (c) do not select or modify the information contained in the transmission. Hence, when they remain passive, providers may have very limited additional responsibilities. Secondly, art. 13 of the e-Commerce Directive was about caching, which never raised relevant concerns. Thirdly, art. 14 stated that a hosting provider is not liable for the information stored, as long as: (a) the provider does not have actual knowledge of the illegal nature of the activity or information and, as regards claims for damages, is not aware of facts or circumstances from which the illegal activity or information is apparent; and (b) the provider, upon obtaining such knowledge or awareness, acts expeditiously to remove or to disable access to the information.61

31 This legal framework has often been criticised for being obsolete since its introduction. Considering the high speed at which technology evolves, contrasted against the much lower speed of the policy and legal debate, this is no surprise. The first direction taken by national and EU judges, and subsequently by legislators, undoubtedly led to further strengthening the ISPs’ duty to care and more broadly speaking, the ISPs’ liability. This is not surprising either.62 This is aligned to the overall


59 See supra, note 6. For an analysis of this fundamental freedom (related to ISPs) appearing only in this Charter (and in some national constitutions) see C. GIEGER – E. LUYKEN, The Role of Human Rights in Copyright Enforcement Online: Elaborating a Legal Framework for Website Blocking, American International University Law Review 2016, p. 43ff.


61 The earliest country to enact new copyright statutes to comply with international framework and deal with digital challenges was the USA. For some remarks on the US legal framework J. GINSBURG – R. GORMAN, Copyright Law (Concepts and Insight Series), Foundation Press, p. 219ff.; see also A. AMARENTE, Standards of Liability for Internet Service Providers: A Comparative Study of France and the US with a Specific Focus on Copyright, Defamation and Illicit Content, Cornell Int’l LJ. 2001-2002, p. 189ff. As to the solutions adopted in other jurisdictions see the project The World Intermediary Liability Map, cit.

62 Art. 15.

63 P. VAN EEXEL, Online Service Providers and Liability: A Plea for a Balanced Approach, Common Market LR 2011, p. 145ff., notes that when ISPs mentioned in the e-commerce Directive meet the requirements of its section IV, they will be exempted from contractual, tortious, criminal, administrative, or any other type of liability, “for all types of activities initiated by third parties, including trademark infringement, defamation”, etc.

64 The outcome of the e-commerce Directive is quite close to the one of the DMCA and subsequent section 512 of the Copyright Act.

65 The possibility for strengthening the regime has been in the
approach EU policy-makers have had for years to the protect IPRs. In other words, the approach used implies that the more technological facilities are able to enhance the circulation of information, the stricter the legal rules would be. Consequently, chances to enhance the circulation of information have reduced. Such an approach is led by the belief that protectionism would favour market growth. Indeed, the EU legislator has been trying to close the “value gap”. This value is derived from revenues generated as a result of the online exploitation of copyrighted material. Allegedly, the revenues are unfairly distributed between the different players of the online-publishing value chain. The surprising element is the lack of evidence as to the fact that a (very) protectionist environment fosters creativity and development. However, neither policymaking efforts nor jurisprudence seems to have taken this lack of evidence into account.

II. Some jurisprudential clarifications of the intermediary liability regime

32 The introduction of the e-Commerce Directive was supposed to provide legal certainty to ISPs that desperately needed to know when they may be considered as (indirectly) liable, and what measures to take to avoid any liability.

1. From indirect to direct liability

33 The EUCJ focused on the notion of communication to the public while ruling on several cases related to the interface between the e-commerce Directive and the Copyright directive. In particular, the Court of Luxembourg qualified re-transmission of a terrestrial television broadcast over the Internet, linking. The EU legal framework since the beginning: see for instance Recital 48 of the e-commerce Directive. The notion of value gap was introduced by the music industry and endorsed by the EU legislator in the draft proposal directive on copyright. It has to be added that a distinction is usually drawn in this regard between subscription-funded platforms (Spotify, Netflix) requiring the consent of right holders to operate legally, and ad-funded platforms (YouTube, Dailymotion), growing thanks to user-generated content. As a result, they tend to focus on notice-and-takedown systems and not on licensing.

34 It is likely that primary liability has the effect of pushing ISPs to enhance any activity and implement linking, as a communication to the public. In other words, it was a copyright owner prerogative. From this jurisprudence, it is possible to draw at least two conclusions. First, the overall trend is to confirm the broad scope of the copyright holder’s economic right of communication to the public. The details of this trend are however sometimes confusing. This may suggest that the EUCJ is trying to find the best way to solve complex problems. As foreseen by art. 21 of the e-commerce Directive, for the best way to find an appropriate and reasonable solution, it has now become necessary to assess the economic, social and legal impact of linking. Second, these decisions are confirming ISPs may be liable for secondary or indirect liability, depending on the presence of an infringement to the right of the communication to the public. However, the very recent Pirate Bay (Ziggo) case, seems to have introduced direct liability for the ISP. The reason of this major change might be found in the Opinion of the Advocate General, who argued that the problem of online infringement needs a harmonised EU answer.

69 See EUCJ, 13 February 2014, C-466/12, case Svensson, and framing, as a communication to the public. In other words, it was a copyright owner prerogative. From this jurisprudence, it is possible to draw at least two conclusions. First, the overall trend is to confirm the broad scope of the copyright holder’s economic right of communication to the public. The details of this trend are however sometimes confusing. This may suggest that the EUCJ is trying to find the best way to solve complex problems. As foreseen by art. 21 of the e-commerce Directive, for the best way to find an appropriate and reasonable solution, it has now become necessary to assess the economic, social and legal impact of linking. Second, these decisions are confirming ISPs may be liable for secondary or indirect liability, depending on the presence of an infringement to the right of the communication to the public. However, the very recent Pirate Bay (Ziggo) case, seems to have introduced direct liability for the ISP. The reason of this major change might be found in the Opinion of the Advocate General, who argued that the problem of online infringement needs a harmonised EU answer.

32 The introduction of the e-Commerce Directive was supposed to provide legal certainty to ISPs that desperately needed to know when they may be considered as (indirectly) liable, and what measures to take to avoid any liability.

1. From indirect to direct liability

33 The EUCJ focused on the notion of communication to the public while ruling on several cases related to the interface between the e-commerce Directive and the Copyright directive. In particular, the Court of Luxembourg qualified re-transmission of a terrestrial television broadcast over the Internet, linking. The EU legal framework since the beginning: see for instance Recital 48 of the e-commerce Directive. The notion of value gap was introduced by the music industry and endorsed by the EU legislator in the draft proposal directive on copyright. It has to be added that a distinction is usually drawn in this regard between subscription-funded platforms (Spotify, Netflix) requiring the consent of right holders to operate legally, and ad-funded platforms (YouTube, Dailymotion), growing thanks to user-generated content. As a result, they tend to focus on notice-and-takedown systems and not on licensing.

34 It is likely that primary liability has the effect of pushing ISPs to enhance any activity and implement linking, as a communication to the public. In other words, it was a copyright owner prerogative. From this jurisprudence, it is possible to draw at least two conclusions. First, the overall trend is to confirm the broad scope of the copyright holder’s economic right of communication to the public. The details of this trend are however sometimes confusing. This may suggest that the EUCJ is trying to find the best way to solve complex problems. As foreseen by art. 21 of the e-commerce Directive, for the best way to find an appropriate and reasonable solution, it has now become necessary to assess the economic, social and legal impact of linking. Second, these decisions are confirming ISPs may be liable for secondary or indirect liability, depending on the presence of an infringement to the right of the communication to the public. However, the very recent Pirate Bay (Ziggo) case, seems to have introduced direct liability for the ISP. The reason of this major change might be found in the Opinion of the Advocate General, who argued that the problem of online infringement needs a harmonised EU answer.
any measure that may reduce the risk of incurring liability. The implementation of (even) more voluntary and technological filtering measures, as well as notice-and-take-down systems, are to be expected. This is in turn strengthening the ISPs’ private-regulation-and-police capabilities.

2. Some remarks on the scope of injunctive intervention

35 National (lower) courts were called to issue a decision on the scope of injunctive intervention. The decisions included the take-down of notified infringing material, as well as proactive monitoring, with the aim of preventing future infringements. The courts often used the margin of appreciation they had. Consequently, as case law may reveal, the initial decisions were confusing.76

36 When the EUCJ was asked to interpret the relevant copyright enforcement and e-commerce Directive rules on preventive filtering measures, it ruled that injunctions requesting preventive filtering systems addressing all the customers of an ISP were to be precluded.77 The argument used to reject such systems was the incompatibility of the implementation of preventing filtering with the principle of proportionality as well as with the lack of a general obligation to monitor.78 This case law was clearly aimed at safeguarding two interests. On the one hand, it safeguarded the interest of the ISPs as market operators, for whom such overarching filtering systems would have endangered “the freedom to conduct business enjoyed by operators such as ISPs.” This is deemed to also include the right for any business to be able to freely use - within the limits of its liability for its own acts - the economic, technical and financial resources available to it. On the other hand, the Court reinforced the interests of users. The court argued that the propped filtering systems could have infringed “the right of costumers to protect their personal data and their freedom to receive or impart information.”79 Such decisions have therefore clarified that a general obligation to monitor is to be considered disproportionate.

37 Besides, the EUCJ ruled in favour of court injunctions that do not specify what measures an Internet Access Provider (IAP) must take to block access to websites making available copyrighted material without the right holder’s permission. The Court stated that blocking orders may be imposed on access providers when they can avoid penalties by showing that they have taken all reasonable measures. The Court affirmed that national courts are entitled to issue blocking orders against IAPs, arguing that fundamental rights in the EU do not preclude court injunctions prohibiting an ISP from “allowing its customers access to a website placing protected subject-matter online without the agreement of the right holders”.80 However, these injunctions must be balanced with the public interest to access the information, for only reasonable injunctive measures may be accepted. This case also created the opportunity to debate the proportionality of an injunctive measure, in particular if that injunctive measure is related to the fundamental interests of the ISPs. This interest includes the freedom to conduct a business. Indeed, the adoption of an injunction limits such freedom, because it may:

... [C]onstrain its addressee in a manner which restricts the free use of the resources at his disposal because it obliges him to take measures which may represent a significant cost for him, have a considerable impact on the organization of his activities or require difficult and complex technical solutions.81

38 However, an injunctive measure does not seem to infringe the very substance of the freedom of an ISP to conduct a business because it “leaves its addressee to determine the specific measures to be taken in order to achieve the result sought, with the result that he can choose to put in place measures which are best adapted to the resources and abilities available to him.”82

39 In other words, the EUCJ cannot preclude injunctions, namely because they are enabled by Recital 45 of the e-commerce Directive, art. 8.3 of the InfoSoc Directive,83 and by art. 11 of the enforcement considered an interest of ISPs.

76 See cases recorded in the World Intermediary Liability Map, cit.
78 This principle was clearly emphasised by EUCJ, C-70/10, case Scarlet, cit.; and EUCJ, C360/10, case SABAM v Netlog NV, cit., § 53.
79 The freedom of (impacting) information can be also

80 EUCJ, C-314/12, case Telekabel, cit.
81 Idem.
82 Ibid., §§ 48 – 53. In particular, the Court specified that the exoneration applying when reasonable measures are taken seems justified in light of the fact that he is not the author of the infringement of a fundamental IPR that has led to the adoption of the injunction. One could wonder whether the more recent case law and in particular the Ziggo case does not change this approach.
83 On the German choice to not implement art. 8.3, but relying on courts to implement the principle embedded into the
Directive,\footnote{See EIPR, (2015), cit., p. 12ff.; M. Schaffer, ISP Liability for Blocking Access to Third Party Infringing Content, EIPR 2016, p. 633ff.} which establish such provisions. However, it precludes them when they are not aligned with other fundamental principles, such as proportionality, and when they affect constitutional freedoms, such as the freedom to conduct a business or freedom of information.\footnote{See supra note 3.}

40. It is important to note that several issues and potential concerns are intertwined with the injunctions,\footnote{For an analysis see GEIGER – L. LU, The Evaluation and Modernisation of the Legal Framework for the Enforcement of Intellectual Property Rights, Research Paper No. 2015-03, Centre for International Intellectual Property Studies (CEIPI), 11 May 2016, <https://ssrn.com/abstract=2966839> or <http://dx.doi.org/10.2139/ssrn.2966839>.} by which operators are ordered to block the perpetrator of IPR infringement to prevent any repetition of infringements, or to take measures that allow easy identification of the perpetrator. First, a blocking technique may lead to over-blocking. Over-blocking is when legitimate content is unduly blocked.\footnote{See EUCJ, C-324/09, case L’Oréal, cit., where the Court interpreted Article 11 of the Enforcement Directive as meaning that an ISP may be ordered “to take measures which contribute, not only to bringing to an end infringements of those rights by users of that marketplace, but also to preventing further infringements of that kind”\footnote{At the national level, the Netherlands has for a long time been one of the few countries which tried, but has not succeeded (yet) to obtain a blocking injunction for an ISP: see K. VAN DEN HEUVEL, Next Chapter on ISPs Blocking Battle: Dutch Supreme Court Refers Questions About Indirect Infringement by Operators of the Pirate Bay to the CJEU, EIPR 2016, 577ff. For an analysis of the cases in France, Germany and UK see C. ANGELOPOULOS, (2016), cit., p. 12ff.} of the remedy. Notably, the cost remains one of the main impediments, if not the main one. Since the economic burden of any kind of blocking injunction will be sustained by the intermediary,\footnote{See supra note 3.} one may question both the proportionality of such a burden and its interference on the intermediary’s freedom to conduct a business. These may be some of the reasons why an extra-judicial remedy - such as the notice-and-take-down procedure - was developed and now appears to be favoured by the EU legislator.

D. Section III. The Undergoing (R)Evolution

41. De iure condendo, the EU legislator has recently taken several initiatives that further erode “safe harbours”. Conspicuously, several communications of the European Commission are suggesting and anticipating the upcoming legislative steps of the EU legislator. For instance, the EC proposes to introduce filtering obligations and voluntary measures.\footnote{EC Communication: A Digital Single Market Strategy For Europe, COM(2015), 6 May 2015, <http://eur-lex.europa.eu/legal-content/EN/TXT/?qid=1447773803386&uri=CELEX:52015DC0192>. In addition, a proposal of the Audio-Visual Media Services Directive was issued on 25 May 2016 and it is now available at <http://eur-lex.europa.eu/legal-content/EN/TXT/?qid=1464618463840&uri=COM:2016:287:FIN>. Such a proposal imposes platforms to put in place (“preferably through co-regulation”), says the proposal measures protecting from incitement to hatred and particularly minors from harmful content. This may be in conflict with the absence of a general obligation to monitor ISPs as imposed by the e-commerce Directive.} It anticipates that legislative action will be taken in respect of linking, news aggregators, as well as some enforcement-related aspects as notice and action mechanisms. This is in terms of the take down and stay down principle.\footnote{EC Communication: Towards a Modern, More European Copyright Framework, COM(2015), 9 December 2015, <http://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX:52015DC0192&from=EN>.} In particular, it seems to endorse the idea that the e-commerce Directive will remain untouched.\footnote{EC, Communication: Online Platforms and the Digital Single Market Opportunities and Challenges for Europe, 25 May 2016, <http://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:52016DC0288&from=EN>}. However, specific issues such as cyber-bullying, terrorism, incitement through hatred, harmful content addressing minors in particular, and IPR infringements, will be prevented by sectorial initiatives. This will be done by amending
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Copyright rules and Audio-Visual related rules,93 but not limited thereto. As an overall result, the strategy seems to turn ISPs into cyber-regulators and cyber-policing. All this, without intervening on the e-commerce Directive directly.94

42 As an upcoming legislative step, the Proposal Directive on copyright has been criticised for several reasons. One such reason is based on the two main clauses affecting the liability of ISPs.95 The first critique refers to the introduction of a neighbouring right for the digital press. This affects the ISPs’ liability regime. It is likely that it obstructs innovation rather than fostering it. The second reason focusses on art. 13 and the related Recitals 37, 38, and 39 of the proposal on the liability of ISPs. These clauses would apply to active hosting providers that store and provide access to protected works and cannot benefit art. 14 of the e-commerce Directive. The exemption does not apply to active host providers. These are those ISPs that go beyond the mere provisions of physical facilities.96 These ISPs would need to conclude licensing agreements with right holders. The text does not clarify whether a not-completely-passive host provider, which is unable to control the data stored, can benefit from the safe harbour, as Recital 42 of the e-commerce Directive suggests.97 Furthermore, Recital 38 refers to the communication to the public, as an act performed by an ISP. The doctrine interpreted this wording as the reference to a primary liability98 for ISPs, for infringements materially committed by others. Unless this recital merely contains unfortunate wording, which would not imply any shift from indirect to direct liability, and which seems to be excluded,99 this would be aligned with the recent Ziggo case.

93 As a result, the EC recently promoted a step towards the privatization of law enforcement online through algorithmic tools implemented by major providers. See note 15.

94 It has to be added that in parallel to the aforementioned initiatives, the EC launched a public consultation to seek feedback from stakeholders (right holders, judges and law practitioners, intermediaries, public sector bodies, consumers) as to their satisfaction with the enforcement framework. See EC, Consultation on Evaluation and Modernization of the Legal Framework for the Enforcement of IPRs, 9 December 2015, of which results are in the related Summary of responses, <http://ec.europa.eu/growth/industry/intellectual-property/enforcement_en>. For a comment see X. SIEBA – C. GEIGER – L. LU, (2016), cit. At the same time, was launched EC, Consultation on Due Diligence and Supply Chain Integrity, 9 December 2015, of which results are in the related Report, <http://ec.europa.eu/growth/industry/intellectual-property/enforcement_en>, aimed at gathering information, in particular from SMEs, to allow the mapping and promotion of best practices protecting supply chains from IPRs infringement threats. These consultations were launched because the Communication on the Digital Single Market Strategy for Europe announced that the EC would have made a proposal to modernise the enforcement measures in IPRs, focusing on commercial-scale infringement as well as cross-border applicability. The proposal was expected by 2016, while nothing has been released yet. However, it is not unlikely that special injunctions against online ISPs will be introduced. Hopefully, some clearer information will be provided as to the criteria for defining the proportionality of an injunction; and the new Directive will clarify the EUCJ case law on how to balance the effective implementation of an injunctive measure and the right to freedom of information of users in case of a blocking order that does not specify the measures which a service provider must take. Finally, EC, Communication on Promoting a Fair, Efficient and Competitive European copyright-based economy in the Digital Single Market, 14 September 2016, <https://ec.europa.eu/digital-single-market/en/news/promoting-fair-efficient-and-competitive-european-copyright-based-economy-digital-single-market>, was released, which evokes the injunctive measures against ISPs.

95 Among the reasons justifying critics, there is inconsistency in the wording of the preparatory works (Explanatory Memorandum, the Impact Assessment), the Recital and the text of the proposal, identified by C. ANGELOPOULOS, On Online Platforms and the Commission’s New Proposal for a Directive on Copyright in the Digital Single Market, 2017, <https://ssrn.com/abstract=2947800>. The different terms used for referring the same obligations are complicating the task to the interpreters.

96 It is thus necessary to verify whether an ISP plays an active role on a case-by-case basis. This principle is clearly inspired by EUCJ, C-324/09, case L’Oréal, cit.

97 As well as the L’Oréal case does. The fact that the wording of this part of art. 13 has been inspired by this L’Oréal case could be used as an argument to support this thesis. However, C. ANGELOPOULOS, (2017), cit., does not seem convinced about the fact that the clause is consistent with art. 14 of the e-commerce Directive.

98 A. LEHMAN, Intellectual Property and the National Information Infrastructure: the Report of the Working Group on Intellectual Property Rights, DIANE Publishing, 1995, p. 114ff., underlines that back in the nineties, the safe harbours were eventually introduced in the US, while the first proposal was to introduce primary liability for ISPs for any infringement.

allowed. However, practically speaking, it is hard to understand how such a system could work.

The proposal indicates that platforms should take voluntary measures to curtail infringing activities. However, the inconvenience that voluntary measures bring along are quite clear. First, they can be the source of a disharmonised patchwork of practices, which goes against the wish to create a single market. Moreover, they introduce privately-enforced standards, based on the cost reduction and private interest maximisation rather than legal obligations enforced by the judiciary authorities. Indeed, proactive monitoring, as well as notice-and-take or stay-down regimes, are a clear step in the direction of privatisation of online enforcement.

It still has to be proven that this kind of private enforcement may be considered, and under which circumstances, yet remain fully respectful of the numerous fundamental rights involved. In the meantime, scepticism is permissible.

E. Conclusion

Internet intermediaries are essential gateways for users to seek, disseminate and receive information and ideas, enabling users to learn and become innovators in their own right. Users play an instrumental role in the circulation of knowledge and innovation. In addition, due to their position as chokepoints, intermediaries become key allies of law enforcement agencies and prosecutors, to implement national legislation. It is necessary to caution against excessive involvement by and a “responsibilisation of intermediaries”, which may effectively delegate de facto regulatory and police functions to private entities. Intermediaries have now become increasingly active, in particular, but not only, by fostering user-generated content, by indexing information, and making it searchable. Simultaneously, several ISPs have begun taking voluntary commitments to curb and discourage illicit activities and the access to unlawful content by their users. In principle, all ISPs can benefit from “safe harbours”, shielding them from liability, as foreseen by the e-commerce Directive. However, the European Court of Justice and the EU written rules de iure condeno seem to request an extraordinary duty of care when an ISP is an active ISP. In other words, the more active ISPs are, the higher duty of care is imposed on it. Consequently, the ISP will be encouraged to adopt more private regulation and private policing. This situation is raising scepticism regarding respecting fundamental rights and freedoms of the end user, such as the freedom of expression and the right to privacy. Furthermore, the intermediaries’ freedom to conduct a business can also be seriously endangered by this increasingly stricter approach, while, as we have emphasised, the consistency of the current sectorial approach with the acquis communautaire remains unclear and may reduce legal certainty, rather than increasing it.

In light of the role played by ISPs and the significant impact their private ordering can have on Internet users’ rights, such entities are expected to behave in accordance with their responsibilities to respect human rights. Notably, while international law does not consider private actors as having a positive obligation to protect human rights, as public actors do, it is important to stress that every business actor has a responsibility to respect human rights, as affirmed by the UN Guiding Principles on Business and Human Rights. From this perspective, the intermediaries’ “responsibilisation” would impose a prohibition to refrain from the violation of users’ human rights and to provide effective remedies to repair any negative consequences of their private ordering on their users. However, the concept of the IPS’ “responsibilisation” does not seem to be prevalent. The recent tendency towards “responsibilisation of Intermediaries” seems to go in the opposite direction; not only by stimulating voluntary commitments, but also by imposing legal obligations to police cyberspaces. This is exemplified by the recent German law on Enforcement on Social

100 See Recital 47 and art. 14.3, e-commerce Directive. On the notion of “specific case” see P. VAN ECKE, Online Service Providers and Liability: A Plea for a Balanced Approach, Common Market Law Review 2011, p. 1455ff., spec. 1457ff., explaining that the monitoring obligation shall be considered as an exception and therefore interpreted narrowly, the scope and the amount of the expected to be identified infringements have to be narrow as well, the material constituting an infringement must be obvious.

101 Will there be notices? Counter-notices? Is a filtering system consistent with notices and (if any, also subsequent) counter-notices? See the doubts shared by G. FROSIO, supra note 58.

102 This general trend would push to favour a shift from liability to responsibility of ISPs that would police with self-intervention and algorithmic enforcement allegedly infringing activities over the Internet. See G. FROSIO, supra note 58. Not to mention that any new market entrant should actually license filtering technology from big platforms such as Google/YouTube, which may keep it for their exclusive use. As most of the platforms/market players are US-based, this evolution may create a EU market controlled by US-based businesses.
Networks.\textsuperscript{106} It should be noted that, although the delegation of regulatory and police functions to ISPs may seem efficient to avoid inconclusive political debates, self-regulatory measures may be counterproductive, reduce harmonisation, and result in being clearly less satisfactory than the adoption of a comprehensive framework. Hence, from a practical perspective, the sectorial approach and the encouragement of voluntary measures run the very serious risk of creating a lack of consistency with the current and upcoming norms that relate to the issue at hand.

47 As suggested by the empirical evidence, although a move towards privatisation of online enforcement via extra-judicial measures seems to be a worldwide trend, this is not necessarily the “fairest balance” needed between the fundamental competing interests. First, measures such as notice-and-take-down and filtering can negatively affect user privacy,\textsuperscript{107} stifle the dissemination of information, while imposing a disproportionate economic burden on the ISPs. In this sense, ISPs are increasingly pleading for freedom of information to limit the supply of data about users (suspected to have carried out unlawful activities via their networks), to third party right holders, or to avoid monitoring their networks to detect or block illegal activities and content. This situation potentially harms privacy and freedom of expression, but also the freedom to conduct a business. This freedom may be severely limited as a result of a disproportionate burden of formalities imposed on intermediaries. Consequently, fewer and fewer intermediaries may be able to enter or remain in the market. This may negatively affect competition. Second, should the “safe harbours” be re-designed to ensure a healthier balance between the protection of content creators, right holders and users’ interests, this should be carried out based on empirical evidence. There is currently no evidence that “closing the value gap” by adding more protection to economic rights or designing stronger rights would favour creativity and cultural production. On the contrary, there is factual evidence that more flexibility and less stringent IPR protection can foster creativity.\textsuperscript{108}

\textsuperscript{106} See supra note 20.
\textsuperscript{107} On privacy-related aspects see J. Jie Hua, Establishing Certainty of Internet Service Provider Liability and Safe Harbor Regulation, National Taiwan University Law Review 2014, <https://ssrn.com/abstract=2591222>; and B. Van der Sloot, supra note 55.
\textsuperscript{108} G. Froiso, supra, note 67.
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A. Introduction

1 In the next few pages, I will be telling you a story that is in between a dark fairy tale and mystery fiction. This story is filled with monsters—untameable ones—and its protagonist has been murdered or at least might be in danger of sudden death. However, let us start from the beginning as any good story is supposed to start.

2 Once upon a time there was “no monitoring obligation.” Traditionally, online service providers have enjoyed an exemption to any general obligation to monitor the information, which they transmit or store or actively seek facts or circumstances indicating illegal activity. Together with safe harbor provisions that impose liability on hosting providers according to knowledge-and-take-down, the “no

* Senior Researcher and Lecturer, Center for International Intellectual Property Studies (CEIPI), Université de Strasbourg; Non-Resident Fellow, Stanford Law School, Center for Internet and Society. The author can be reached at gcfrosio@ceipi.edu.


2 See eg eCommerce Directive (n 1) Art 12-15; DMCA (n 1) § 512(c)(1)(A-C).
monitoring obligations” rule set up a negligence-based intermediary liability system. Online hosting providers may become liable only if they do not take down allegedly infringing materials promptly enough upon knowledge of their existence, usually given by a notice from interested third-parties. Although imperfect because of considerable chilling effects, a negligence-based intermediary liability system has inherent built-in protections for fundamental rights. The European Court of Justice has confirmed multiple times—at least with regard to copyright infringement—that there is no room for proactive monitoring and filtering mechanisms under EU law. Again, the Joint Declaration of the Three Special Rapporteurs on Freedom of Expression calls against the imposition of duties to monitor the legality of the activity taking place within the intermediaries’ services.

However, rumor has it that the principle of “no monitoring obligations”—and the negligence-based system it propels—might be in great danger, if it has not been killed off already. A fundamental tenet of online intermediaries’ governance has been increasingly challenged. Who killed—or is trying to kill—“no monitoring obligations”? And why? The predicament in which the principle of no proactive monitoring finds itself is the result of miscellaneous concomitant factors and spans all subject matters relevant to intermediary liability online. In search of the culprit, this paper will investigate recent case law, law reform, and private ordering.

B. Untameable Monsters, Internet Threats and Value Gaps

As mentioned, this is a story of untameable monsters. These monsters have recently been seen in Brazil, apparently in the proximities of the Brazilian Superior Tribunal de Justiça (STJ). In imposing a strict liability regime for alleged copyright infringement occurring on YouTube, Justice Luis Felipe Salomão of the Brazilian STJ stated that “if Google created an ‘untameable monster,’ it should be the only one charged with any disastrous consequences generated by the lack of control of the users of its websites.” As per Justice Salomão’s metaphor, the dangers for “no monitoring obligations” might follow as reaction to a fear for technological innovation that has posed unprecedented challenges to semiotic governance.

By evoking the untameable monster, Justice Salomão echoes a recurrent narrative in recent intermediary liability—especially copyright—policy. This narrative has focused on the “threat” posed by digitalisation and internet distribution. It has led to overreaching expansion of online enforcement. The Court in Dafra stressed the importance of imposing liability on intermediaries, stating that “violations of privacy of individuals and companies, summary trials and

Please consider that there is no direct relation between liability and exemptions, which function as an extra layer of protection intended to harmonize at the EU level conditions to limit intermediary liability.


public lynching of innocents are routinely reported, all practiced in the worldwide web with substantially increased damage because of the widespread nature of this medium of expression.”\textsuperscript{11} A paradigmatic example of the “internet threat” discourse is Justice Newman’s statement in \textit{Universal v Corley}.

Responding to the requests of the defendants not to use the Digital Millennium Copyright Act (DMCA) as an instrument of censorship, Justice Newman from the United States Court of Appeal of the Second Circuit replied: “[h]ere, dissemination itself carries very substantial risk of imminent harm because the mechanism is so unusual by which dissemination of means of circumventing access controls to copyrighted works threatens to produce virtually unstoppable infringement of copyright.”\textsuperscript{12}

In another landmark case, which recently appeared before the European Court of Human Rights (ECHR), the “Internet threat” discourse resurfaced again to impose proactive monitoring obligation on online news portals. This time discussing hate speech, rather than copyright infringement, the ECHR noted that in the Internet, “[d]efamatory and other types of clearly unlawful speech, including hate speech and speech inciting violence, can be disseminated like never before, worldwide, in a matter of seconds, and sometimes remain persistently available online.”\textsuperscript{13}

More recently, untameable monsters and Internet threats—perhaps of an imaginary type—have been evoked to justify the upcoming European copyright reform in the Digital Single Market and the introduction of filtering obligations for online intermediaries. The proposal for a Directive on Copyright in the Digital Single Market aims—\textit{inter alia}—to close the so-called ‘value gap’ between Internet platforms and copyright holders.\textsuperscript{14} Calling for a fairer allocation of value generated by the online distribution of copyright-protected content by online platforms,\textsuperscript{15} the Communication on Online Platforms and the Digital Single Market noted that rebalancing is needed because “new forms of online content distribution have emerged [...] that may make copyright protected content uploaded by end-users widely available.”\textsuperscript{16} The idea of a ‘value gap’ echoes a discourse almost exclusively fabricated by the music and entertainment industry,\textsuperscript{17} which appears to be scarcely concerned with empirical evidence. The European Copyright Society stressed this point by noting: “we are disappointed to see that the proposals are not grounded in any solid scientific (in particular, economic) evidence.”\textsuperscript{18} Actually, the Draft Directive’s Impact Assessment itself admits lack of empirical support quite plainly by noting that “the limited availability of data in this area [...] did not allow to elaborate a quantitative analysis of the impacts of the different policy options.”\textsuperscript{19} Moreover, a Report commissioned by the European Commission—and delivered in May 2015 but released only recently following an access to document request from a Pirate Party’s MEP—showed that there is actually no “robust statistical evidence of displacement of sales by online copyright infringements.”\textsuperscript{20}

In sum, reform and enforcement expansion is based on unfounded assumptions. In contrast, the literature has shown to a certain degree of consistency that there is in fact an added value to promote, rather than a value gap to close.\textsuperscript{21} Overlooking this empirical evidence—or at least moving forward without an impact statement that would consider all evidence and possible narratives—does characterize the reform as a reactionary measure to volatile fears...
based on a moral approach rather than a welfare cost/benefit analysis.23

C. Private Ordering

7 Filtering and proactive monitoring have been increasingly sought—and deployed—as enforcement strategies online. Proactive monitoring comes first—and largely—as a private ordering approach following rightholders and government pressures to purge the Internet from allegedly infringing content or illegal speech. In the midst of major lawsuits launched against them,24 YouTube and Vimeo felt compelled to implement filtering mechanisms on their platforms on a voluntary basis. Google lunched Content ID in 2008.25 Vimeo adopted Copyright Match in 2014.26 Both technologies rely on digital fingerprinting to match an uploaded file against a database of protected works provided by rightholders.27 Google’s Content ID—but Copyright Match works similarly—applies four possible policies, including (1) muting matched audio in an uploaded video, (2) completely blocking a matched video, (3) monetizing a matched video for the copyright owner by running advertisement against it, and (4) tracking a match video’s viewership statistics.28 Tailoring of Content ID policies is also possible and rightholders can block content in some instances and monetize in others, depending on the amount of copyrighted content included in the allegedly infringing uploaded file. The system also allows end-users to dispute copyright owners’ claims on content.29

8 The promotion of private ordering is a strategy increasingly adopted by governments as—in Europe for example—it would allow to circumvent the EU Charter on restrictions to fundamental rights and avoid the threat of legal challenges.30 The Commission on Online Platforms and the Digital Single Market puts forward the idea that “the responsibility of online platforms is a key and cross-cutting issue.”31 Again, few months later, in its most recent Communication, the Commission made this goal even clearer by openly pursuing ‘enhanced responsibility of online platforms’ on a voluntary basis.32 In other words, the Commission would like to impose an obligation on online platforms to behave responsibly by addressing specific problems.33 Online platforms would be invested by a duty to ‘ensure a safe online environment’ against illegal activities.34 Hosting providers—especially platforms—would be called to actively and swiftly remove illegal materials, instead of reacting to complaints. They would be called to adopt effective voluntary ‘proactive measures to detect and remove illegal content online’35 and are encouraged to do so by using automatic detection and filtering technologies.36 As the Commission puts it, the goal is “to engage with platforms in setting up and applying voluntary cooperation mechanisms”37, in particular by setting up a privileged channel with ‘trusted flaggers’, competent authorities and specialized private entities with specific expertise in identifying illegal content”.38

9 The adoption of voluntary filtering measures does expand beyond intellectual property enforcement to reach speech-related crimes. “Online platforms must be encouraged to take more effective voluntary action to curtail exposure to illegal or harmful content” such as incitement to terrorism, child sexual abuse and hate speech.39 As an umbrella framework, the Commission recently agreed with all major online hosting providers—including Facebook, Twitter, YouTube and Microsoft—on a code of conduct that includes a series of commitments to combat the spread of illegal hate speech online in Europe.40 Also, in partial response

---

23 See Frosio (n 8) 3-12.
24 See Viacom Int’l v. YouTube Inc 676 F3d 19 (2nd Cir 2012) (upholding YouTube’s liability in the long lasting legal battle with Viacom by holding that Google and YouTube had actual knowledge or awareness of specific infringing activity on its website); Capitol Records LLC v. Vimeo 972 F Supp 2d 500 (SDNY 2013) (denying in part Vimeo’s motion for summary judgment).
27 See YouTube (n 25).
28 ibid.
29 YouTube, Dispute a Content ID Claim <https://support.google.com/youtube/answer/2797454?hl=en>.
30 See, for an overview of private ordering strategies. Frosio (n 23).
to this increased pressure from the EU regarding the role of intermediaries in the fight against online terrorism, major tech companies announced that they will begin sharing hashes of apparently terrorist propaganda. For some time, YouTube and Facebook have been using ContentID and other matching tools to filter “extremist content.” In this context, tech companies plan to create a shared database of unique digital fingerprints—known as hashes—that can identify images and videos promoting terrorism. This could include recruitment videos or violent terrorist imagery or memes. When one company identifies and removes such a piece of content, the others will be able to use the hash to identify and remove the same piece of content from their own network. The fingerprints will help identify image and video content that are “most likely to violate all of our respective companies’ content policies.” Despite the collaboration, the task of defining removal policies will remain within the remit of each platform.

D. Case Law

10 As mentioned, voluntary monitoring and filtering schemes emerged as a response to major lawsuits threatening online intermediaries. In fact, private ordering confirms a trend in recent intermediary liability policy that surfaced consistently in judicial decisions. In multiple jurisdictions, case law has imposed proactive monitor obligations on online intermediaries for copyright infringement.

However, proactive monitoring obligations have been spanning the entire spectrum of intermediary liability subject matters: intellectual property, privacy, defamation, and hate/dangerous speech.

11 Proactive monitoring obligations have been applied by courts on the basis of miscellaneous doctrines attempting to impose strict liability rather than negligence-based standards to intermediaries. In Europe, for example, the eCommerce Directive also contains a provision that dilutes the notice- and-take-down principle by extending in specific circumstances liability beyond the liability upon knowledge. According to Art. 14(3) further obligations can be imposed by court or authority orders “requiring the service provider to terminate and prevent an infringement.” In this respect, the eCommerce Directive prohibits general monitoring obligations, although it does allow national law to provide for monitoring obligations “in a specific case.” The eCommerce Directive also acknowledges that Member States can impose duties of care on hosting providers “in order to detect and prevent certain types of illegal activities.” However, their scope should not extend to general monitoring obligations, if any meaning should be given to the previous statement in Recital 47 that only specific monitoring obligations are allowed. Moreover, the Directive states that duties of care should “reasonably be expected from the service providers,” and no general monitoring obligation can fulfill such an expectation as they are explicitly barred by the Directive itself. In order to distinguish general from specific monitoring obligations, it should be considered that (1) as an exception, specific monitoring obligations must be interpreted narrowly, (2) both the scope of the possible infringements and the amount of infringements that can be reasonably expected to be identified, must be sufficiently narrow, and (3) it must be obvious which materials constitute an infringement. As Van Eecke noted:

\[
\] 41 See ‘Google in Europe, Partnering to Help Curb the Spread of Terrorist Content Online’ (Google Blog, 5 December 2016) <https://blog.google/topics/google-europe/partnering-help-curb-spread-terrorism-content-online>.

42 See Joseph Menn and Dustin Volz, ‘Exclusive: Google, Facebook Quietly Move Toward Automatic Blocking of Extremist Videos’ (Reuters, 25 June 2016) <http://www.reuters.com/article/us-internet-extremism-video-exclusive-idUSKCN0ZB00M> (apparently, the “automatic” removal of extremist content is only about automatically identifying duplicate copies of video that were already removed through human review).

43 Olivia Solon, ‘Facebook, Twitter, Google and Microsoft Team up to Tackle Extremist Content (The Guardian, 6 December 2016) <https://www.theguardian.com/technology/2016/dec/05/facebook-twitter-google-microsoft-terrorist-extremist-content>.


45 ibid.

46 See, for full reference, summaries in English and links to most decision cited in the next few pages, The World Intermediary Liability Map (WILMap), <http://cyberlaw.stanford.edu/our-work/projects/world-intermediary-liability-map-wilmap> (a project designed and developed by Giancarlo Frosio and hosted at Stanford CIS).


48 See eCommerce Directive (n 2) Art. 14(3).

49 ibid Recital 47.

50 ibid Recital 48.

51 ibid (emphasis added).

“remove this video, but also all other videos that belong to the same repertory”), a general monitoring obligation would be imposed.\textsuperscript{1}\textsuperscript{9}

12 Although space limitation necessary constricts the scope of this review, this section will select several cases in multiple jurisdictions where monitoring obligations have been imposed. As said, this case law deals with the entire variety of potential infringements that may trigger online intermediary liability, proving that—also at the judicial level—the emergence of proactive monitoring obligations is a global intermediary liability policy trend. However, notable exceptions to this emerging trend—such as the landmark Belen case in Argentina—will also be considered.

I. Copyright: From Dafra to Baidu

13 Multiple judicial decisions have imposed proactive monitoring obligations for copyright infringement on hosting providers. Let us start by going back to the beginning of our story then. As mentioned earlier, the Brazilian STJ imposed proactive monitoring obligations on YouTube.\textsuperscript{\textsuperscript{44}} The Brazilian STJ found Google liable for copyright infringement for YouTube-hosted videos parodying a well-known commercial.\textsuperscript{\textsuperscript{55}} As such, Dafra stands as a perfect case study regarding the effects of filtering on freedom of expression online. Dafra is a motorcycle manufacturer, which broadcasted a commercial titled “Meetings,” as part of a national advertising campaign known as “Dafra – You on Top.”\textsuperscript{\textsuperscript{56}} Shortly after launching the advertising campaign, a YouTube user published a “fan-dub” of the original Dafra video.\textsuperscript{\textsuperscript{57}} In the user-generated parody version of Dafra’s commercial, the actor’s original voice was replaced by a very similar one making statements tarnishing Dafra’s goodwill.\textsuperscript{\textsuperscript{58}} Google took down the initial video per Dafra’s request, but several other versions of the video were posted constantly by other users under different titles.\textsuperscript{\textsuperscript{59}} Therefore, Dafra sued Google for copyright infringement, claiming that Google had not adopted the necessary measures to avoid further viewing of videos with the same content, regardless of the title that users may have given to those videos.\textsuperscript{\textsuperscript{60}} The plaintiff had asked Google not only to remove the video but also to use search blocking mechanisms to prevent posting any unauthorized material related to the “Dafra – You on Top” campaign on YouTube.\textsuperscript{\textsuperscript{61}}

14 The STJ upheld the plaintiff’s claims for copyright infringement and ordered Google to remove all the adulterated advertisements within 24 hours, under a penalty of R$ 500 per day for noncompliance.\textsuperscript{\textsuperscript{62}} According to the decision, Google must remove not only the infringing video, which is the object of the lawsuit, but also any similar and related unauthorized videos, even if they are uploaded by other users and bear a different title.\textsuperscript{\textsuperscript{63}} However, the Court recognized “certain limitations of proactive control.”\textsuperscript{\textsuperscript{64}} The judgment does not address future videos and Google’s obligation only reaches unauthorized videos with “Dafra – You on Top” in the title.\textsuperscript{\textsuperscript{65}} In fact, Google claimed a “technical impossibility” defense, arguing that it was impossible to take down all videos because there are currently no blocking filters able to identify all infringing materials.\textsuperscript{\textsuperscript{66}} Justice Salomão—the rapporteur of the case—quashed Google’s “technical impossibility defense” because lack of technical solutions for fixing a defective new product does not exempt the manufacturer from liability, or from the obligation of providing a solution.\textsuperscript{\textsuperscript{67}} If Google created an ‘untamable monster,’—Justice Salomão continued—“it should be the only one charged with any disastrous consequences generated by the lack of control of the users of its websites.”\textsuperscript{\textsuperscript{68}}

15 Dafra is not an isolated case. Recently, several European national decisions implemented proactive monitoring obligations for hosting providers in apparent conflict with a well settled jurisprudence of the CJEU. In Allostreaming—a landmark case in France—the Paris Court of Appeal confirmed in part a previous decision of the Tribunal de Grande Instance.\textsuperscript{\textsuperscript{69}} The Court imposed on access providers

\begin{itemize}
\item \textsuperscript{53} ibid 1487.
\item \textsuperscript{54} See Dafra (n 9). See also Giancarlo F. Frosio, ‘Brazilian Supreme Court Found Google Liable for Videos Parodying Dafra’s Commercials’ (CIS Blog, 31 January 2014) <https://cyberlaw.stanford.edu/blog/2014/01/brazilian-supreme-court-found-google-liable-videos-parodying-dafra%E2%80%99s-commercials>.
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\item \textsuperscript{56} ibid.
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\item \textsuperscript{58} ibid. See also YouTube, This video is unavailable <https://www.youtube.com/watch?v=luu_73y_hCk>.
\item \textsuperscript{59} See Dafra (n 9) § 1.
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an obligation to block the illegal movie streaming website Allostreaming and affiliated enterprises. In addition, search engines, including Google, Yahoo! and Bing, are obliged to proactively expunge their search results from any link to the same websites. Notably, the appellate decision reversed the first instance on the issue of costs allocation. According to the Court of Appeal, all costs related to blocking and delisting sixteen Allostreaming websites should be sustained by the search engines, rather than being equally shared as previously decided. As to be considered later, the stand taken by the Paris Court of Appeal has obvious implications in regard to the inadequate balance with freedom to conduct business that monitoring obligations might bring about as discussed multiple times by the CJEU. In laying down its arguments for proactive monitoring and cost allocation, Allostreaming also evokes the specter of the untamable monster. The Court remarked that rightholders are “confronted with a massive attack” and are “heavily threatened by the massive piracy of their works.” Hence, the Court continues, it is “legitimate and in accordance with the principle of proportionality that [ISPs and search engines] contribute to blocking and delisting measures” because they “initiate the activity of making available access to these websites” and “derive economic benefit from this access (especially by advertising displayed on their pages).” Regardless the logic of the argument, proactive monitoring and imposition of liability to innocent third parties is apparently still upheld by endorsing an Internet threat discourse.

16 Under the Telemedia Act, German courts found that host providers are ineligible for the liability privilege if their business model is mainly based on copyright infringement. In two disputes involving the Swiss-based file-hosting service, RapidShare, the Bundesgerichtshof (German Supreme Court) imposed monitoring obligations on RapidShare.4

4 DailyMotion (Cour d’Appel Paris, 2 December 2014) (stating that DailyMotion enjoys limitation of liability as a hosting provider and is not required to proactively monitor users’ infringing activities). See also Giancarlo Frosio, ‘France DailyMotion pays Damages for Late Removal of Infringing Materials’ (CJ2 Blog, 8 December 2014) -https://cyberlaw. stanford.edu/blog/2014/12/france-dailymotion-pays-damages-late-removal-infringing-materials-.

17 In Italy, a mixed case law emerged. Some courts imposed proactive monitoring obligations on intermediaries, whereas other courts took the opposite stance and confirmed that there is no monitoring obligation for intermediaries under European law. There is a long-lasting legal battle between Delta TV and YouTube being fought before

According to the Court, although RapidShare’s business model is not primarily designed for violating rights, it nevertheless provides incentives to third parties to illegally share copyrighted content. Therefore, as the Bundesgerichtshof also announced in Atari Europe v. RapidShare, and similar file-hosting services—should abide to more stringent monitoring duties. According to the Court, a hosting provider is not only required to delete files containing copyrighted material as soon as it is notified of a violation by the right holder, but must also take steps to prevent similar infringements by other users in the future. File-hosting services are required to actively monitor incoming links to discover copyrighted files as soon as there is a specific reason to do so and to then ensure that these files become inaccessible to the public. As indicated by the Court, the service provider should use all possible resources - including search engines, Facebook, Twitter, or web crawlers - to identify links made accessible to the public by user generated repositories of links.
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81 For case law confirming the safe harbour and no-monitoring obligations, see Reti Televisione Italiane S.p.A. (RTI) v. Yahoo! Italia S.r.l. (Yahoo!) et al, N RG 3821/2011 (Milan Court of Appeal, 7 January 2015) (reversing a previous decision regarding the publication of fragments of television programs through the now-terminated Yahoo! Video service and clarified that RTI had the obligation to indicate in a “detailed, precise and specific manner” the videos that Yahoo! had to remove and the court of first instance could not “impose to a hosting provider general orders or, even worse, general monitoring obligations, which are forbidden by Directive 2000/31/EC”); Mediasset Premium S.p.a. v. Telecom Italia S.p.a. et al (Milan Tribunal, 27 July 2016) (discussing a blocking injunction against Calcio at and clarifying that mere conduit internet providers do not have an obligation to monitor their networks and automatically remove content). See also Reti Televisione Italiane S.p.A. (RTI) v. TMFT Enterprises LLC- Break Media, (Rome Tribunal, 27 April 2016) (confirming no monitoring obligations but stating that rightholders do not need to list the URLs where the videos are made available).
the Tribunal of Turin. Delta TV sued Google and YouTube for copyright infringement of certain South American soap operas that users had uploaded to YouTube. In this case, Google complied with its notice-and-take-down policy, and the videos were removed as soon as the specific URLs were provided by Delta TV. In one interim decision, the Court agreed with Delta TV’s claims and ordered Google and YouTube to remove the infringing videos and to prevent further uploads of the same content through the use of its Content ID software using as a reference the URLs provided by Delta TV. The Court stressed that these proactive monitoring obligations derive from the fact that YouTube is a “new generation” hosting service, a role that brought on it a greater responsibility to protect third parties’ rights. More recently, the Tribunal of Turin delivered a final decision on the matter, confirming the previous decision and an obligation for YouTube to partially monitor its network by preventing the re-uploading of content previously removed. The Court noted that “there subsists on YouTube an actual legal obligation to prevent further uploads of videos already flagged as infringing of third-party copyrights.” This would be—according to the Court—an ex post specific obligation or duty of care in line with Recital 40 of the eCommerce Directive. It is worth noting that multiple Italian cases applied a reasoning similar to that of the Brazilian STJ in Dafra, by stating that any hosting providers, whether active or passive, have an obligation to prevent the repetition of further infringements once they have actual knowledge of the infringement, according to the principle cuius commoda, eius et incommoda (“a party enjoying the benefits [of an activity] should bear also the inconveniences”). This civil law principle refers to a form of extra-contractual (or tort) liability for which whoever benefits from a certain activity should be liable for any damages that such activity may cause.

18 In China, the Beijing Higher People’s Court developed an interesting standard for proactive monitoring. In the Baidu case, the Court set up a duty to monitor for hosting providers based on popularity of infringed works and high-volume views/downloads. The plaintiff Zhong Qin Wen found his copyrighted works—in particular the short book English Learning Diary of Koala Xiaowu—a Missing Piece (《考拉小巫的英语学习日记——写给为梦想而奋斗的人》)—made available on the platform BaiduWenku and sued Baidu for copyright infringement. According to the High Court of Beijing, by using current technologies, it was reasonable for Baidu to exercise a duty to monitor and examine the legal status of an uploaded work once it has been viewed or downloaded more than a certain number of times. According to the Court, Baidu needs to inspect the potential copyright status of the work by contacting the uploader, checking whether the work is originally created by the uploader or legally authorized by the copyright owners. Apparently, this case sets a duty for Internet hosting providers to protect popular works that attract many views and downloads. However, both Beijing First Intermediate People’s Court and Beijing Higher People’s Court failed to set a clear indication of how many views or downloads are enough to trigger the duty, thus making uncertain intermediaries’ proactive monitoring obligations.

Belen Rodriguez and Beyond: Exceptions to an Emerging Global Trend

19 Notable exceptions to this trend in enforcing proacting monitoring obligations highlight, however, some fragmentation in the international response to intermediary liability. A recent landmark case decided by the Argentinian Supreme Court rejected any filtering obligation to prevent infringing links from appearing in search engines’ results in the future. The case was brought forward by a well-
known public figure—Belen Rodriguez—for violation of her copyright, reputation and privacy. This case is one among numerous civil lawsuits brought against the search engines Google and Yahoo! by different ‘celebrities’ and well-known public figures for violation of their reputation and privacy. The case discussed the question whether search engines are liable for linking in search results to third-party content that violates copyright. Initially, some lower courts found search engines strictly liable under Article 1113 of the Civil Code, which imposes liability, regardless of knowledge or intention, to those performing risky acts, such as indexing third party content creating wider audiences for illegitimate content, or serving as the “guardians” of the element that generates the damage, such as the search engine’s software. Finally, the Argentinian Supreme Court: (1) repudiated a strict liability standard and adopted a test based on actual knowledge and negligence; (2) requested judicial review for issuing a notice to take down content—except in a few cases of “gross and manifest harm”; and (3) rejected any filtering obligation to prevent infringing links from appearing in the future. In the rather extreme view taken by the Argentinian Supreme Court, as a default rule, actual knowledge—and possibly negligence—would only arise after a judicial review has upheld the issuance of the notice. In any event, this conclusion—and the transaction costs that brings about—is mitigated by a category of cases exempted from judicial review that might finally be quite substantial. Apparently, the Argentinian Supreme Court believes that, if harm is not manifest, a balancing of rights might be necessary, which can be done only by a court of law, rather than a private party.

20 Indeed, multiple national decisions in Europe have denied the applications of monitoring obligations in application of the eCommerce Directive legal framework. Mixed approaches apparent in the Italian courts have been mentioned earlier. A good example of the court’s rationale in these cases can be found in one of the Telecinco cases in Spain. The Madrid Court of Appeal dismissed the request of Telecinco—a Spanish broadcaster owned by the Italian Mediaset—to issue an injunction towards potential future infringements on YouTube. The Spanish Court laid out a set of arguments showing how European law and jurisprudence would preclude proactive monitoring at the national level. Although the CJEU interpreted Article 11 of the Enforcement Directive as meaning that an ISP may be ordered “to take measures which contribute, not only to bringing to an end infringements of those rights by users of that marketplace, but also to preventing further infringements of that kind,” the Madrid Court said, it also made clear that this rule “may not affect the provisions of Directive 2000/31 and, more specifically, Articles 12 to 15 thereof ... which prohibits national authorities from adopting measures which would require a hosting service provider to carry out general monitoring of the information that it stores.” A possible injunction against future infringements—the Court of Appeal concluded—would result either in an order to monitor UGCs proactively, contrary to the E-Commerce Directive, or in an obligation to implement a filtering system that, according to the CJEU, would seriously endanger ISPs’ freedoms to conduct business and users’ fundamental rights, including data protection and freedom of information.

II. Trademark: The Internet Auction Cases

21 Proactive monitoring does not only emerge in copyright enforcement. Trademark enforcement has seen courts imposing upon intermediaries similar obligations. In a series of landmark decisions, the German Federal Court of Justice—Bundesgerichtshof—imposed supplementary duties on host providers in addition to notice-and-takedown obligations. A
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seller on eBay sold replica Rolex watches and posted them on eBay by using the Rolex brand. Together with trademark infringement against the primary infringer, Rolex claimed that eBay, was also liable for supplying the platform for the seller to infringe her rights. In particular, Rolex sought that eBay should not only take the infringing content down, but also prevent future infringements that are similar or identical to a present infringement. In the so-called Internet Auction cases I–III, the German Bundesgerichtshof repeatedly decided that notified trademark infringements oblige internet auction platforms such as eBay to investigate future offerings—manually or through software filters—in order to avoid further trademark infringement, if the necessary measures are possible and economically reasonable.

22 The Bundesgerichtshof based its decision on the German doctrine of Störerhaftung—a property law doctrine applied by analogy to intellectual property. Actually, the same doctrine has also been applied by German courts in the RapidShare cases mentioned earlier and other copyright cases. According to Sec. 1004 of the German Civil Code the proprietor enjoys a right to (permanent) injunctive relief against anybody who has caused an interference with the property—so called Störer (interferer in English). However, nobody should be held liable as a Störer if the duty would burden him unreasonably. The German Courts struggled with the notion of what was “technically possible” and “reasonable.” The third Internetversteigerung case found precautions against clearly noticeable infringements reasonable, such as blatant counterfeit items. In contrast, it would be unreasonable to implement a filtering obligation that questions the business model of the intermediary.

23 In a later decision, the Bundesgerichtshof tuned down its view of reasonable precautionary means. It noted that manually checking and visually comparing each product offered in an online auction against clearly noticeable infringements reasonable, if the duty would burden him unreasonably. In particular, the Court noted that obligations are unreasonable if due to the substantial amount of products offered, the platform’s business model would be endangered. Offering filtering tools to trade mark holders—as eBay does—in order to perform such manual checks themselves would be apparently sufficient.

III. Privacy: The Max Mosley Saga

24 The long-standing saga of Max Mosley’s sexual images has offered European courts a new opportunity to strike a balance between freedom of expression and the right to privacy in light of the ubiquitous distribution power of Internet search engines. Courts in France, Germany, and the UK, imposed proactive monitoring obligations to search engines, which were ordered to expunge the Internet from pictures infringing the privacy rights of Max Mosley—former head of the Fédération Internationale de l’Automobile. In 2008, the News of the World newspaper published photos of Max Mosley engaged in sexual roleplaying with prostitutes dressed as German prison guards. The News of the World’s headline accompanying the photos referred to a “Sick Nazi Orgy.” Mosley successfully sued the newspaper in the United Kingdom and later in France for breach of privacy. At the same time, Mosley unsuccessfully tried to obtain a judgment from the European Court of Human Rights holding that member states should legislate under Article 8 of the European Convention of Human Rights to prevent newspapers from publishing stories regarding individuals’ private lives without first warning the concerned party.

25 However, the Internet is more difficult to control than traditional newspapers. Mosley’s images went viral and people linked to them endlessly in cyberspace. Since then, Mosley has started a personal battle with the Internet, specifically with search engines. Mosley sued Google in several European countries, demanding that the company filter out of search results any online photos of his sexual escapade, alleging that the online publication of these images infringes Mosley’s right to privacy. The Tribunal de Grande Instance in Paris recently granted Mosley’s petition and ordered Google to remove from its image search, results over a period of five years that display any of the nine images Mosley identified. The order required Google to implement a filter that should automatically
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detect pages containing the infringing photos and proactively block new versions of posted images from search results continuously. As per the cost of filtering, the court noted that blocking the search results may be simple and inexpensive, and present technology, such as PhotoDNA, makes it possible to filter not only exact copies of identified images but also modified copies.

Mosley brought a similar claim against Google in the United Kingdom under Art. 10 of the Data Protection Act 1998—the right to prevent processing likely to cause damage or distress—to oblige the search engine to disable access to pictures infringing on his privacy. Google sought to strike out the claim, on the basis that the order applied for would be incompatible with Articles 13 and 15 of the eCommerce Directive. However, the Court noted, first, that either with regard to the processing of personal data, the protection of individuals is governed solely by the data protection legislation or, at least the two Directives must be read in harmony, giving both, if possible, full effect. Whichever way, the “person whose sensitive personal data has been wrongly processed by an internet service provider [has a legal remedy to] ask the court to order it to take steps to cease to process that data.” The court, after noting that “is common ground that existing technology permits Google, without disproportionate effort or expense, to block access to individual images,” allowed the claim to go to trial because “evidence may well satisfy a trial judge that [blocking] can be done without impermissible monitoring.”

In Germany, The District Court of Hamburg followed in the footsteps of the French and UK decisions. Google was found liable as an “interferer” (“Störer”) “because it has not taken the possible and reasonable steps in accordance with the indications of the plaintiff to prevent further breaches of rights [...] and contributes willingly and causally to the violation of the protected rights.” According to the Court, notice-and-take-down is “insufficient for the present serious infringement.” Apparently, the Court deploys again the “untamable monster” argument as “[g]iven the gravity of the infringement and his efforts so far, [Mosley] is not required to take action against all the major media companies—possibly in the world—distributing these images on their own sites.” The Court goes on by saying that the notice of each individual infringement is only an inadequate tool “because the duty to monitor and control would provisionally remain with the plaintiff.” Apparently, the Court seems to forget that this is actually the goal that the eCommerce negligence-based liability arrangement would like to achieve. On Google’s technical capacity to monitor, the Court believed that if software programmes like PhotoDNA, iWatch and Content-ID and image recognition software that works with so-called robust hash values, are not able to meet the requests of the plaintiff, Google should take measures to be able to prevent future harm occurring to Mosley by developing appropriate software or updating existing software that would “delete and detect or block the infringing content.”

IV. Defamation and Hate Speech: Delfi and its Progeny

In multiple decisions, the European Court of Human Rights (ECHR) had to consider whether an Internet news portal should be liable for user-generated comments and obliged to monitor and filter proactively its networks to avoid liability. In a landmark case, the Grand Chamber of ECHR confirmed the judgment previously delivered by the Fifth Section and held that finding Delfi—one of the largest news portals on the Internet in Estonia—liable for anonymous comments posted by third parties had not been in breach of its freedom to impart information. In particular:

the case concerned the duties and responsibilities of Internet news portals which provided on a commercial basis a platform for user-generated comments on previously published content and some users – whether identified or anonymous – engaged in clearly unlawful hate speech which infringed
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Delfi published an article that mentioned in its title that SLK, a company providing public ferry transportation between the mainland and some islands, “Destroyed Planned Ice Roads,” which are public roads over the frozen sea. Although the article was not itself defamatory, it attracted 185 comments including personal threats and offensive language directed against a member of the advisory board of SLK. The target SLK board member was Jewish and several comments had a marked, and in some instances especially ignominious, anti-Semitic flare. Delfi had in place a notice-and-take-down policy. Upon SLK’s request for removal of the comments, Delfi promptly removed the comments under its notice-and-take-down obligations. However, Delfi refused SLK’s additional claim for non-pecuniary damages.

30 After a long-lasting legal battle in Estonian courts, the Estonian Supreme Court upheld previous judgments and reiterated that Delfi is a provider of content services, rather than an information service provider, falling under the e-Commerce Directive. Delfi finally sought redress from the ECHR. The ECHR was asked to strike a balance between freedom of expression under Article 10 of the Convention and the preservation of personality rights of third persons under Article 8 of the same Convention. The ECHR tackled this conundrum by delineating a narrowly construed scenario in which liability supposedly does not interfere with freedom of expression. In a situation of higher-than-average risk of defamation or hate speech, if comments from non-registered users are allowed, a professionally managed and commercially based Internet news portal should exercise the full extent of control at its disposal—and must go beyond automatic keyword-based filtering or ex-post notice-and-take-down procedures—to avoid liability. In later cases, the European Court of Human Rights has revisited—or best clarified—the issue of liability for Internet intermediaries. In MTE, the ECHR concluded that “the notice-and-take-down system could function in many cases as an appropriate tool for balancing the rights and interests of all those involved.” Therefore, if the specifics of Delfi do not apply and the comments to be removed are “offensive and vulgar” rather than hate speech, the Court saw “no reason to hold that [the notice-and-take-down] system could not have provided a viable avenue to protect the commercial reputation of the plaintiff.” In this case, MTE—the Hungarian association of Internet service providers—posted an article highlighting unethical business practices by a real estate company, which prompted negative comments. In Pihl v. Sweden, the ECHR confirmed the previous reasoning—and that size matters—by rejecting the claims of an applicant who had been the subject of a defamatory online comment published on a blog. The Court reasoned that no proactive monitoring à la Delfi was to be imposed against the defendant because although the comment had been offensive, it had not amounted to hate speech or an incitement to violence; it had been posted on a small blog run by a non-profit association; it had been taken down the day after the applicant had made a complaint; and it had only been on the blog for around nine days.”

Still, proactive and automated monitoring and filtering—although narrowly applied—gets singled out by the ECHR as a privileged tool to tame the “untamable monster” or the “internet threat,” as mentioned previously. Anonymity becomes a possible representation of the “untamable monster” to be slain, rather than a feature of online freedom of expression to be nourished. Interestingly,
the Court seems to set a threshold for proactive monitoring based on popularity as in the Baidu case. Delfi—the Court noted in imposing its “higher-than-average risk” standard—could have realized that the article might have caused negative reactions because readers and commenters had a great deal of interest in the matter, as shown by the above average number of comments posted on the article.149 In the process, over-enforcement—caused by automated filtering—challenges freedom of expression.150 Again, the role of intermediaries is blurred with that of entities obligated to police the net for infringing activities. But is it their role?

E. Legislation

32 Legislatively mandated proactive monitoring obligations to curb online copyright infringement might soon follow in the footsteps of voluntary measures already adopted by major platforms and case law. For reasons of space, this article touches only briefly on these proposals, which nonetheless must be mentioned for sake of structural completeness. A detailed review of these proposals, however, is included in other writings of this author cited below.

33 Proactive monitoring—and filtering—sits on top of the rightsholders’ wish list both in the United States and Europe.151 In particular, a recent proposal included in the Copyright in the Digital Single Market Draft Directive would impose on intermediaries the implementation of effective content recognition technologies to prevent the availability of infringing content.152 The Commission’s copyright proposal would require platforms that provide access to “large amounts” of user-generated content to incorporate an automated filtering system. The proposal specifically refers to technologies such as YouTube’s Content ID or other automatic infringement assessment systems.153 Apparently, the proposal would force hosting providers to develop and deploy filtering systems, therefore de facto monitoring their networks.154

34 Proactive monitoring and filtering obligations would also find their way in European policy through an update of the audio-visual media legislation. As part of its legislative intervention package, the Commission will tackle the proliferation on online video sharing platforms of content that is harmful to minors and of hate speech with its proposal for an updated Audio-visual Media Services Directive.155 Video hosts can be regulated like broadcasters if they step outside of their passive hosting role by organizing hosted content. The AVMS draft directive lists new obligations to remove and possibly monitor for hate speech. This specific-sector regulation would ask platforms to put in place measures to protect minors from harmful content and to protect everyone from incitement to hatred.168 Apparently, the AVMS revision might erode the eCommerce directive’s no monitoring obligations for video platforms by asking Member States to “ensure by appropriate means that audiovisual media services provided by media service providers under their jurisdiction do not contain any incitement to violence or hatred”.157

35 It is worth noting, however, that a heated debate is occurring in the European Parliament regarding the implementation of the Commission’s proposals. Finally, the reform as approved by the Parliament might differ consistently from the proposals.158
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F. Fundamental Rights Implications

As stated by multiple authorities, general filtering and monitoring obligations would be inconsistent with the Charter of Fundamental Rights of the European Union. As an overall point, in Google v. Vuitton, the Advocate General of the CJEU pointed at the fact that general rules of civil liability (based on negligence)—rather than strict liability IP law rules—suit best the governance of the activities of Internet intermediaries:

“liability rules are more appropriate, [ . . . ] Instead of being able to prevent, through trade mark protection, any possible use – including, as has been observed, many lawful and even desirable uses – trade mark proprietors would have to point to specific instances giving rise to Google’s liability in the context of illegal damage to their trademarks.”

Although imperfect as it is, a notice-and-take-down mechanism embeds a fundamental safeguard for freedom of information as long as it forces intermediaries to actually consider the infringing nature of the materials before coming to a final decision whether to take them down. Replacing knowledge or notice-and-take-down with filtering and monitoring obligations would by default bring about chilling effects.

According to this argument, a negligence-based system would serve users fundamental rights. As Van Eecke mentioned, “the notice-and-take-down procedure is one of the essential mechanisms through which the eCommerce Directive achieves a balance between the interests of rightholders, online intermediaries and users.”

Although imperfect as it is, a notice-and-take-down mechanism embeds a draft opinion and will vote on its amendments later this year. See Committee on Legal Affairs (JURI), Draft opinion on the proposal for a directive of the European Parliament and of the Council on copyright in the Digital Single Market, 10 March 2017, PE 601.094V01-00, JURI PR(2017)061094.

In Netlog and Scarlet Extended, the Advocate General of the CJEU explained that filtering measures and monitoring obligations would fail to strike a ‘fair balance’ between copyright and other fundamental rights. In particular, they would undermine users’ freedom of expression. Users’ freedom to receive and impart information would be struck by the proposal. Automatic infringement assessment systems might undermine the enjoyment of users’ exceptions and limitations. DRM effects on exceptions and limitations have been highlighted by copious literature. Similar conclusions apply to this scenario. Automated systems cannot replace human judgment that should flag a certain use as fair—or falling within the scope of an exception or limitation. Also, complexities regarding the public domain status of certain works might escape the discerning capacity of content recognition technologies. At the present level of technological sophistication, false positives might cause relevant chilling effects and negatively impact users’ fundamental right to freedom of expression. In the own words of the European Court of Justice, these measures:

“could potentially undermine freedom of information, since that system might not distinguish adequately between unlawful content and lawful content, with the result that its introduction could lead to the blocking of lawful communications. Indeed, it is not contested that the reply to the question whether a transmission is lawful also depends
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on the application of statutory exceptions to copyright which vary from one Member State to another. In addition, in some Member States certain works fall within the public domain or may be posted online free of charge by the authors concerned.\textsuperscript{167}

Similar points have been highlighted by miscellaneous scholarship. Enforcing online behaviour through automated or algorithmic filtering and fair use does end up inherently in a poor trade-off for fundamental and users’ rights. Julie Cohen and Dan Burk argued that fair use cannot be programmed into an algorithm, so that institutional infrastructures will always be required instead.\textsuperscript{168} Although changes in technology move fast and unpredictably, since fair use is at heart an equitable doctrine, the assumption that, judgment is not programmable might still remain valid for some time. Indeed, the capacity of neural networks to develop more accurate models of many phenomena—maybe even some or most fair uses—might change these assumptions in the future. In general, it was noted that “the design of copyright enforcement robots encodes a series of policy choices made by platforms and rightholders and as, a result, subjects online speech and cultural participation to a new layer of private ordering and private control.”\textsuperscript{169} According to Matthew Sag, automatic copyright filtering systems—upon which private agreements between rightholders and online platforms are predicated—“not only return platforms to their gatekeeping role, but encode that role in algorithms and software.”\textsuperscript{170} In turn, automatic filtering supersedes the safe harbour system and fair use only nominally applies online.\textsuperscript{171} In practice, private agreements and automatic filtering determine online behaviour far more “than whether that conduct is, or is not, substantively in compliance with copyright law.”\textsuperscript{172}

Residual critiques point at the negative externalities on innovation that this new regime would have. The ECJ emphasized the economic impact on ISPs regarding filtering and monitoring obligations. The ECJ assumed that monitoring all the electronic communications made through the network, without any limitation in time, directed to all future infringements of existing and yet to create works “would result in a serious infringement of the freedom of the hosting service provider to conduct its business.”\textsuperscript{173} Hosting providers’ freedom of business would be disproportionally affected since an obligation to adopt filtering technologies would require the ISP to install a complicated, costly and permanent system at its own expense.\textsuperscript{174} In addition, according to the ECJ, this obligation would be contrary to Article 3 of the Enforcement Directive, providing that “procedures and remedies necessary to ensure the enforcement of the intellectual property rights [...] shall not be unnecessarily complicated or costly [and] shall be applied in such a manner as to avoid the creation of barriers to legitimate trade.”\textsuperscript{175} UPC Telekabel also raised the issue—but less clearly—of cost of enforcement in the context of access providers. It noted that imposing costs on the access provider would limit their freedom to conduct a business, in particular by requiring to “take measures which may represent a significant cost for him, have a considerable impact on the organisation of his activities or require difficult and complex technical solutions,”\textsuperscript{176} even though he is not the perpetrator of the infringement which has led to the adoption of that injunction.\textsuperscript{177} Finally, however, UPC Telekabel came down with a mixed response by suggesting that access providers “can choose to put in place measures which are best adapted to the resources and abilities available,”\textsuperscript{178} although they should “not be required to make unbearable sacrifices.”\textsuperscript{179} Notably, the Paris Court of Appeal in Allostreaming—which was mentioned earlier—disregarded these arguments, while imposing costs of blocking and delisting on online intermediaries alone. Similarly, Dafra and Mosley denied Google “technical impossibility” defense and claims against proactive monitoring based on cost efficiency arguments.

Finally, apparently, the unqualified deployment of filtering and monitoring obligations will impinge also on the service user’s right to protection of personal data. In the SABAM cases, the ECJ has authoritatively already outlined the inappropriateness of these measures against fundamental rights also in this scenario. As the ECJ concluded:

\begin{quote}
requiring installation of the contested filtering system would involve the identification, systematic analysis and processing
\end{quote}
of information connected with the profiles created on the social network by its users. The information connected with those profiles is protected personal data because, in principle, it allows those users to be identified.  

Supposedly, secrecy of communication or the right to respect for private life could be also impinged upon by filtering technologies, according to the European Court of Human Rights, which tends to be critical of systems to intercept communications, especially when they monitor content of communications.

G. Conclusions

This paper has been investigating the death of “no monitoring obligations,” a well-marked trend in intermediary liability policy. In search of the culprit, this investigation has taken us all over the world to courts engaged in landmark fights with “untamable monsters.” This paper explored upcoming law reform, which seeks to dismantle a twenty year old negligence-based intermediary liability system to protect the “value gap.” Evidence-based analysis has also led to private ordering enforcing proactive monitoring and filtering. The death of no monitoring obligation—or at least the great danger that it’s facing—finds explanation in all these factors’ synergic actions.

Proactive monitoring obligations and filtering challenge the “fair balance” between fundamental rights in intermediary liability; either horizontal or vertical, there are plenty of options to be pursued. Still, turning to proactive and automated filtering—and rejecting knowledge-and-take-down—seems hardly capable of achieving the desired “fair balance.” Current Internet policy—especially in Europe—is silently drifting away from a fundamental safeguard for users’ fundamental rights online, which has been guarding against any “invisible handshake” between rightholders, online intermediaries, and governments. The Delfi dissenting opinion reminds us that “in putting pressure and imposing liability on those who control the technological infrastructure (ISPs, etc.), [governments] create an environment in which collateral or private-party censorship is the inevitable result.”

Professor Jack Balkin labels this process moving towards intermediaries’ private ordering as “collateral censorship,” which “occurs when the state holds one private party A liable for the speech of another private party B, and A has the power to block, censor, or otherwise control access to B’s speech.” Historically, imposing liability on intermediaries served the censorship machine of the established power. Printing privileges—born as an innovation policy and a trade regulation—grew into a censorial tool. In this sense, online intermediary liability regulation might be following a similar path. Of course, the reason to impose liability would be always compelling enough. Today, it’s the “untamable monster” of networked digital distribution and the “value gap.” Yesterday, the English Stationers’ Charter ordered that no one could exercise the art of printing but the ninety-seven “beloved and faithful” Stationers because the King and Queen manifestly perceived that:

Historically, seditious and heretical books rhymes and treaties are daily published and printed by divers scandalous malicious schismatical and heretical persons, not only moving our subjects and lies to sedition and disobedience against us, our crown and dignity, but also to renew and move very great and detestable heresies against the faith and sound catholic doctrine of Holy Mother Church.

The death of “no-monitoring obligations” fits within a broader move towards enlisting online intermediaries as the Internet police. This is also achieved through the promotion of private ordering and voluntary enforcement schemes, which is a strategy prominently endorsed as part of the EU Digital Single Market Strategy. As I argue elsewhere, the intermediary liability discourse is shifting towards an intermediary responsibility discourse. This process might be pushing an amorphous notion of responsibility that incentivizes intermediaries’ self-intervention. Finally, intermediary responsibility does morph into algorithmic responsibility. The emergence of proactive monitoring obligations—and the automated or algorithmic enforcement they bring about—would be a conspicuous move in that direction. Looking for the answer to the machine in the machine might help taming the “monster” that Justice Salomão evoked, but at what price? Due process and fundamental guarantees.

180 Netlog (n 5) § 49.
181 See Charter (n 164) Art. 7.
183 Christina Angelopoulos and Stijn Smet, ‘Notice-and-Fair-Balance: How to Reach a Compromise between Fundamental Rights in European Intermediary Liability’ (2016) 8(2) Journal of Media Law 266, 266 (arguing that “automatic takedown and notice-and-stay-down are applicable exclusively to child pornography.”).
184 See Delfi AS (n 13) Joint Dissenting Opinion of Judges Sajò and TsoTsoria, § I.2.
186 See Delfi AS (n 13) Joint Dissenting Opinion of Judges Sajò and TsoTsoria § I.2.
188 See Frosio (n 8).
get mauled by algorithmic enforcement, trampling over fair uses, the public domain, right of critique, and silencing speech according to the mainstream ethical discourse. The upcoming reform—and the broader move that it portends—might finally slay “no monitoring obligations” and fundamental rights, rather than the untameable monster. Ultimately, the current and proposed enforcement strategies are assuming to slay the untameable monster with potions and enchantments, rather than empirical evidence.
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A. Introduction

1 The difficulties of enforcing IP rights in the online environment encourage the search for new tools. This consideration is reflected by the recent adoption of website blocking injunctions in the context of copyright and trademark enforcement.1

* PhD (Jagiellonian University, Kraków), Legal Secretary at

The growing importance of this new tool stands in the Court of Justice of the European Union (Chambers of Advocate General M. Szpunar). The views expressed are the author’s own.

1 The year 2015 was dubbed ‘the year of blocking injunctions’ by Prof. E. Rosati on IPKat and in her editorial to Journal of Intellectual Property Law & Practice (see <http://ipkitten.blogspot.lu/2014/12/2015-year-of-blocking-injunctions. html>.)
contrast to the absence of harmonised EU regulatory framework. This lacuna is partly compensated by the case law of the Court of Justice of the European Union (CJEU – or ‘the Court’) interpreting the requirement of striking a fair balance between fundamental rights. The application of injunctions in general, and blocking injunctions in particular, has therefore become an important terrain for the application of the EU Charter of the Fundamental Rights.

2 The Court’s established case law applying the Charter to injunctions concentrates on the requirement to balance substantive fundamental rights: on the one hand, the right to the protection of intellectual property (Article 17(2) of the Charter); on the other, the freedom of expression and information (Article 11), the freedom to conduct business (Article 16), as well as the fundamental rights to privacy and to data protection (Articles 7 and 8). Case law and the related national judicial practice have motivated a profound doctrinal debate. Several authors discuss the precise content of the limitations upon injunctions, which can be deduced from the proportionality test and the need to respect the rights of internet users. This debate largely leaves out the underlying procedural rights.

3 Procedural safeguards stemming from the right to effective judicial protection and the right to a fair trial guaranteed by Article 47 of the Charter are necessary preconditions for the protection of substantive rights. They also constitute the conditions of legality for any judicial procedure, including the procedure for injunctive relief. In the absence of an explicit legislative framework, Article 47 constitutes the source of procedural requirements, which can ensure the right to a fair trial in the context of injunctive relief.

4 The need for appropriate procedural safeguards is particularly explicit in relation to blocking injunctions.

5 Website blocking has not yet been globally accepted as being an effective and appropriate IP enforcement tool. In Europe, Germany and the Netherlands have traditionally been the least receptive to blocking for the purpose of copyright enforcement, although this attitude is changing. Most countries in Europe have legislation which permits the courts to issue injunctions against third parties in the context of IP infringements. This legislation can usually be invoked in order to obtain blocking injunctions against internet service providers, although the scope of such measures varies widely. In UPC Telekabel Wien, the Court has clarified that website blocking lies within the scope of enforcement instruments available under EU copyright law.

6 Blocking injunctions raise more controversies than other IP enforcement tools. First, in contrast to ‘notice and takedown’ procedures, they are not a part of the established statutory safe harbours applicable to online intermediaries. Secondly, they are not concerned with the removal of illegal content, but instead with suppressing public access to information on the internet. The technical tools used are similar to those employed by the governments for the purposes of internet censorship. This explains the political discourse, which favours “deleting”
the infringing website over the “blocking” of that website. A degree of internet censorship is justified in modern democratic society. However, until quite recently, website blocking was considered as a tool which could be directed at public order targets, in particular, to fight child pornography and, even in this case, subject to specific safeguards. Its extension to private law targets, such as copyright and trademark infringements, is a qualitatively new dimension. The use of blocking for the purpose of private enforcement amplifies the need for procedural safeguards.

C. The role of Article 47 of the Charter in relation to injunctive relief

While conditions for granting injunctions in relation to IP rights are a matter of national law, EU law contains several limitations upon injunctions. Given the lack of explicit provisions, such as those envisaged in ePrivacy Directive (2002/58), the Court has established those limitations by interpreting the fundamental rights. Thus, the overarching principles derived from the Charter constitute a “maximal admissible ceiling” for the application of national rules. The Court’s approach to resolving conflicts of IP with other fundamental rights has drawn some criticism, as appearing to some extent motivated by pro-IP harmonisation bias.

In imposing limitations upon injunctions, the Court has so far relied on the balancing between substantive fundamental rights, and has not yet examined the applicability of procedural rights stemming from Article 47 of the Charter. This may partly be explained by the fact that the issue of procedural rights has not been explicitly put before the Court in this context. One should also keep in mind that the conceptual analysis related to the application of Article 47 is different from the one involved in balancing substantive fundamental rights. Article 47 of the Charter is not one of the competing principles involved in the balancing. Rather, the requirement of effective judicial protection underlies the whole process and serves as a “transmission belt” facilitating the effective enforcement of substantive rights. Those requirements cut both ways, ensuring effective enforcement but also protecting those who seek to defend themselves against it.

Even though the Court has not yet referred to Article 47 in the context of IP injunctions, there is no doubt that Article 47 of the Charter is applicable to injunctive proceedings. It is also true that Article 47 of the Charter has often been considered in relation to the person seeking to enforce its rights, the potential applicant in the judicial proceedings. However, Article 47 constitutes an overarching provision in relation to all aspects of fair trial, which lays down procedural guarantees applicable not only to the applicant, but also to the defendant, potential co-defendants, and potential third parties whose substantive rights might be affected by the procedure.

Insofar as the safeguards relating to injunctions concern the injunctive procedure itself, they can be analysed from the perspective of Article 47 requirements. This perspective presents several advantages. Limitations resulting from Article 47 of the Charter have stronger imperative value than those deduced from the test of proportionality. To

---

10 As the debate in Germany, in 2010, in relation to sites containing child pornography (e.g. <http://www.dw.com/en/bundestag-looks-to-delete-child-pornography-websites/a-15575254>).

11 The right to freedom of expression and information (Article 10 ECHR and Article 11 of the Charter) does not prohibit prior restraints on publication. See ECHR, Yildrim v. Turkey (3111/10, para 47). See also Y. Akdeniz, To Block or Not to Block: European Approaches to Content Regulation, and Implications for Freedom of Expression [in] New Technologies and Human Rights (Collected Courses of the Academy of European Law), Ashgate 2013, p. 56.

12 See Article 25(2) and recital 47 of Directive 2011/93 on combating the sexual abuse and sexual exploitation of children and child pornography (OJ 2011, L 335, 261).

13 See, for a critical view on the appropriateness of blocking injunctions in the context of trade mark infringements, C. O’Doherty, Online trade mark and copyright infringement injunctions, CTLR (2016) 22, p. 79.


15 See judgments in Promusicae (C-275/06, EU:C:2008:54, paras 61-68), Scarlet Extended (C-70/10, EU:C:2011:771, paras 42-46) and UPC Telekabel Wien (C-314/12, EU:C:2014:192, para 46).

16 See in relation to internet disconnection injunctions, M. Husovec, M. Peguera, Much ado about little, op. cit., p. 17.


20 See, with regard to asset freezing injunction, judgment in Meroni (C-559/14, EU:C:2016:349).


22 In terms of procedural safeguards, the right to a fair trial under Article 47 of the Charter essentially means that the defendants (and co-defendants) must have the opportunity to effectively challenge the application. See opinion of AG Bobek in Dockevičius (C-587/15, EU:C:2017:234, point 111).

23 See, for instance, judgment in Meroni (C-559/14, EU:C:2016:349).
a large extent, they must be applied by the court of its own motion. In contrast to a proportionality test, which must be applied in casu, Article 47 requirements can lead to the establishment of a uniform procedural standard. While observance of proportionality pertains to the substance of the case, and cannot constitute an obstacle to mutual recognition, Article 47 requirements form part of public order provisions potentially limiting mutual recognition of judicial decisions imposing injunctions. This could be particularly important if blocking injunctions were to be used more widely and on a pan-European basis; for instance, in relation to the infringements of EU trademark.

The standards derived from Article 47 and those deduced while balancing substantive rights are to a large extent complementary. Some conditions, for instance, the effectiveness of an injunction, can only be assessed under the proportionality test. Some other guarantees, such as the right to apply for a review of a measure, can be deduced from both standards – since it can be viewed as affecting both the procedural position of third parties and their substantive rights. However, insofar as procedural safeguards are concerned, Article 47 constitutes a more natural and stronger framework of reference.

D. Limitations upon injunctions derived from Article 47 of the Charter

The right to effective judicial protection is not absolute. Numerous procedural provisions, such as time limits or application fees, can be regarded as limitations of that right. Similar considerations come into play with regard to injunctive relief. In this regard, the judicial procedure leading to the adoption of website blocking injunctions has several particularities. First, the adoption of a blocking injunction cannot be agreed between the parties and requires the involvement of the court. Secondly, the defendants – typically large ISPs – are neither directly nor indirectly liable for the copyright infringement. The application is made against them directly nor indirectly liable for the copyright infringement. The application is made against them and requires the involvement of the court. Secondly, some other guarantees, such as the right to apply for a review of a measure, can be deduced from both standards – since it can be viewed as affecting both the procedural position of third parties and their substantive rights. However, insofar as procedural safeguards are concerned, Article 47 constitutes a more natural and stronger framework of reference.

I. The role of the court

Balancing is inherent in the exercise of judicial function. In doubtful cases, judges must strike a balance between competing interconnected legal

13 All those aspects potentially connect to various elements within the bundle of rights guaranteed under Article 47 of the Charter. The principle of effective judicial protection comprises various elements; in particular, the rights of the defence, the principle of equality of arms, the right of access to a tribunal, and the right to be advised, defended and represented. It is applicable in disputes between individuals and public bodies, as well as the horizontal disputes between individuals. This principle encompasses appropriate, and in principle full, standard of judicial review and may require the court to raise certain legal issues on its own motion. The fair trial rights under Article 47 guarantee an individual’s right to “effective participation” in the proceedings, which also implies that each party must be afforded a reasonable opportunity to present its case. They also protect the procedural position of the defendant and, potentially, of the affected third parties. The procedural safeguards stemming from the right to a fair hearing largely depend on the nature of the case. However, Article 47 of the Charter, in the same way as Article 6(1) of the ECHR, imposes a certain minimum standard of fairness – in essence, the right to proper participation in the proceedings – which may be breached if a party to the proceedings, either the plaintiff or the defendant, is put in a position of procedural inequality or is not afforded adequate opportunity to present its case.

24 See, for instance, judgment in Fastweb (C-19/13, EU:C:2014:2194, paras 57–58).
25 See, for instance, with regard to asset freezing injunction, judgment in Meroni (C-559/14, EU:C:2016:349).
29 See H. Hofmann, Article 47, op. cit., at 47.77.
31 See fn 23 supra.
32 See O. Settem, Applications of the ‘Fair Hearing’ Norm in ECHR Article 6(1) to Civil Proceedings, Springer 2015, p. 89.
interests. Balancing of interests is also an explicit statutory requirement in relation to injunctive relief. In contrast to the application of clear-cut rules, balancing implies wide discretion in weighing the competing factors and, thus, requires the involvement of an independent and impartial body. In the area of fundamental rights, this task should in principle be reserved for a judicial body. The adoption of injunctions, insofar as it requires to strike a fair balance between the fundamental rights, is therefore primarily a task for the courts. Additional argument for mandatory judicial involvement in the adoption of internet related injunctions could be deduced from the EU net neutrality legislation designed to safeguard open internet access. Under the Net Neutrality (Open Internet) Regulation, blocking of specific content by ISPs is prohibited subject to the exhaustive list of exceptions, which include measures necessary to comply with “orders by courts or public authorities vested with relevant powers”.34

15 Similar considerations determine the relevant standard of judicial review. When deciding on an injunction, the court cannot accept the application even if it appears to have been agreed upon between the parties, but must carry out its own independent assessment in order to ensure an equilibrium between the competing fundamental rights. Moreover, the judicial order should be sufficiently specific in describing the measures ensuing from this balancing exercise, in order to ensure that the established equilibrium will not be compromised at the stage of the implementation.35

16 It may be asked whether those requirements could also be satisfied if injunctions were adopted by an independent administrative body or would result from out-of-court settlement, subject to ex-post judicial review. Concerning the first alternative, although blocking could be ordered by an administrative body in the context of public enforcement, the same does not seem appropriate in the context of private enforcement, which involves determination of rights in a dispute between private parties. As regards to the second alternative, the availability of ex-post judicial review could run counter to the principle that the balance between the competing rights must be determined at the time of the adoption of the injunction. Otherwise, the issue of fundamental rights would only be examined at the stage of implementation of the injunction.36

17 It may therefore be argued that Article 47 of the Charter entails the requirement that blocking injunctions must be adopted by a judicial body. As a consequence, ISPs can neither voluntarily implement a blocking measure, nor agree to it in an out-of-court settlement. The same considerations should in principle apply to the extension of blocking measures.37

II. The position of defendant ISPs

1. ISPs as nominal defendants

18 In the context of blocking injunctions, the defendant ISPs are in a very unusual procedural position. They are “innocent intermediaries”38 charged with the task of implementing the injunction. Their liability is not invoked and, at all events, they are shielded by the safe harbour applicable to mere conduit intermediaries under Article 12 of the E-Commerce Directive. Their connection to the legal dispute between the rightholder and the infringer is therefore not a matter of substance, but merely a matter of legal technique. The anomalous ‘nominal defendant’ position of the ISPs potentially leads to a procedural disadvantage, and might have to be readjusted in order to ensure the principle of equality of arms.

19 Equality of arms is a crucial element in the concept of a fair trial enshrined in Article 47 of the Charter. This principle requires that each party to the procedure is afforded a reasonable opportunity to present its case under conditions that do not place it at a substantial disadvantage vis-à-vis the opponent. The aim of equality of arms is to ensure a balanced position between the parties to proceedings39 (reflecting the French legal concept of “équilibre des droits des parties”). A procedural arrangement which puts

---

33 See opinions of AG Cruz Villalón in UPC Telekabel Wien (C-314/12, EU:C:2013:781, points 87 to 90) and of AG Szpunar in Mc Fadden (C-484/14, EU:C:2016:170, point 119).
34 See Article 3(3) and recital 11 of Regulation 2015/2120.
35 See opinion of AG Szpunar in Mc Fadden (C-484/14, EU:C:2016:170, point 119). Injunction formulated in general terms could be appropriate in some situations, see judgment in UPC Telekabel Wien (C-314/12, EU:C:2014:192, paragraph 52).
36 See opinion of AG Cruz Villalón in UPC Telekabel Wien (C-314/12, EU:C:2013:781, point 88).
37 The orders in Cartier incorporate a “sunset clause” such that the orders will cease to have effect at the end of a defined period “unless the ISPs consent to the orders being continued”, see Cartier v BSkyB [2014] EWHC 3354 (Ch) [265].
39 See judgments in Otis and Others (C-199/11, EU:C:2012:684, paras 71-72) and Sánchez Morcillo and Abril García (C-169/14, EU:C:2014:2099, para 49). The wording is borrowed from the Strasbourg case law, see ECtHR, De Haes and Gijsels v Belgium (19981/92).
one party – either applicant or defendant – at a substantial disadvantage constitutes a limitation to the rights guaranteed by Article 47 of the Charter. This consideration is relevant with regard to several aspects of blocking injunctions.

2. Liability for over-blocking

The first such tricky aspect concerns the lack of legal certainty with regard to the liability for over-blocking. Article 12 of the E-Commerce Directive limits the general liability of the ISPs, but only in relation to the infringements committed through the information transmitted in a network. The ISPs are not protected from the liability for over-blocking. Should the implementation of an injunction lead to over-blocking, the ISPs may be held liable with regard to Internet users. This lack of protection potentially undermines their neutral procedural position in the injunctive proceedings. Instead of accepting the order or adopting a neutral stance, the ISPs might be forced to oppose it on the grounds of their uncertain liability towards third parties. This might put the defendant ISPs in a disadvantageous position, since they would be required to oppose the order, without necessarily having access to the relevant information concerning the material infringement.

In his opinion in UPS Telekabel Wien, AG Cruz Villalón described similar concerns as the “ISP’s dilemma”. He observed that if, in the interest of its customers’ freedom of information, the ISP decides on a mild blocking measure, it must fear a coercive penalty. If it decides on a more severe blocking measure, it must fear a dispute with its customers. Since the ISP has no connection with the infringer and has itself not infringed the copyright – in other words, has no material connection to the dispute – the measure which forces it into such a dubious procedural situation cannot be said to strike a fair balance between the rights of the parties. In order to eliminate the ISP’s dilemma, the injunctive order should define precisely what measures they are required to implement.

The same procedural disadvantage can be considered from the perspective of the principle of equality of arms, which entails a requirement that each party be given the possibility to present its case in the conditions that will not put it in a substantial disadvantage. In the context of application of Article 47 of the Charter to the administrative proceedings, the Court has held that in a situation where the defendant bears a procedural burden of proving a circumstance, and does not have access to relevant evidence, the court is required to use all procedures available, such as measures of inquiry, in order to safeguard the effective protection of its rights. In the context of blocking injunctions, it may be argued that Article 47 of the Charter requires that the court take active measures in order to address the issue of liability for over-blocking. In particular, the court should define precisely the measures that have to be implemented by the ISP, in order to preserve their neutral procedural position in the proceedings.

3. Costs of litigation

The second aspect specific to the position of the ISPs relates to the repartition of costs in the injunctive proceedings.

The bundle of rights under Article 47 of the Charter includes a guarantee against excessively onerous costs for the participants of the judicial proceedings. According to the case law of the Court of Justice – inspired by the long standing case law of the Strasbourg court – the requirement to pay court fees in civil proceedings is not in itself regarded as an incompatible restriction on the right of access to a court, but the amount of the court fees constitutes a material factor in determining whether or not a person enjoyed her right of access to a court.

This guarantee primarily concerns financial restrictions on the access to a court, and therefore applies to the fees of application. However, it also reflects a wider principle, according to which individuals should not be prevented from seeking judicial protection merely by reason of the resulting financial burden. This principle comes into play, for instance, where a national court is called upon to make an order for costs against an unsuccessful party. The requirement that judicial proceedings should not be prohibitively expensive means that the persons should not be prevented from defending their rights before the court by reason of the financial burden that might arise as a result. This might include the capping of the costs for which the unsuccessful party may be liable.

See, in the context of access to justice in environmental matters, judgment in Edwards (C-260/11, EU:C:2013:222, para 35).

See opinion of AG Cruz Villalón in UPC Telekabel Wien (C-314/12, EU:C:2013:781, point 89).

See judgments in Orizzonte Salute (C-61/14, EU:C:2015:655, paras 72-79) and Toma (C-205/15, EU:C:2016:499, para 44).

See, for instance, ECHR, Stankov v. Bulgaria (68490/01, para 52).

42 The Court actually refers to the principle of effectiveness which is the corollary of Article 47. See judgment in Unitrading (C-437/13, EU:C:2014:2318, para 28).

43 See judgments in Orizzonte Salute (C-61/14, EU:C:2015:655, paras 72-79) and Toma (C-205/15, EU:C:2016:499, para 44).

44 See, for instance, ECHR, Stankov v. Bulgaria (68490/01, para 52).

45 See, in the context of access to justice in environmental matters, judgment in Edwards (C-260/11, EU:C:2013:222, para 35).
Although these principles have been developed in relation to claimant’s rights, there is no reason why they should not apply to the other party, defending its rights in the injunctive proceedings. This observation may apply to the ISPs facing the blocking injunction, since they are drawn into the proceedings due to a mere legal technicality and do not have any material interest in opposing the application. It may be argued that due to their position as nominal defendants, the ISPs should not bear the costs of proceedings. Since Article 47 of the Charter extends to pre-litigation procedures, this observation also applies to any pre-litigation costs. In other words, if defendants are required to bear costs automatically, simply because of the exercise of the right to make submissions to the court, their right to a fair trial guaranteed by Article 47 might be compromised.

This touches upon a contentious issue. In the literature, it was observed that it would be disproportionate to require the ISPs to bear the applicant’s costs. However, in McFadden, the Court clarified that “taken in isolation” safe harbour under Article 12 of E-Commerce Directive does not shield the ISPs from the costs ordered in the injunctive proceedings. It might be asked whether that guarantee would be different if Article 12 is applied in conjunction with the right to a fair trial. The repartition of costs in the context of blocking injunctions has also been considered by the UK courts. It appears now settled that the defendant ISPs – due to their unusual procedural position – do not have to bear the costs of an unopposed application. This is however subject to the condition that the ISPs have consented to the order or at least have adopted a neutral stance. That reservation seems questionable, since it appears to penalise the defendants for pursuing their rights. Moreover, if the ISPs regularly decide not to oppose the application merely due the risk of costs liability, this might distort the application of the principle of proportionality. An undisputed application is more likely to be considered by the court as prima facie proportionate.

The guarantees stemming from the rights of the defence under Article 47 of the Charter, encompass the position of third persons whose rights may be affected by the judicial order. In several cases related to the mutual recognition of judicial decisions, the Court has clarified that the order adopted without a prior hearing of a third person whose rights may be affected is not manifestly contrary to the right to a fair trial guaranteed by Article 47 of the Charter, insofar as that third person is entitled to assert his rights before the court at a later stage.

In Gambazzi, in the context of a series of judicial decisions adopted without the defendant being present, the Court considered what legal remedies were available to the defendant in order to request the amendment or revocation of the provisionally adopted measures; namely, whether he had the opportunity to raise all the factual and legal issues, whether those issues were examined as to the merits in full accordance with the adversarial principle, and whether he could avail himself of procedural guarantees which gave him a genuine possibility of challenging the finally adopted measure. In Meroni, the Court examined whether an asset freezing injunction issued without a prior hearing of all third persons whose rights may be affected ought to be regarded as manifestly contrary to the right to a fair trial in the light of Article 47 of the Charter. The Court observed that the contested order had no legal effect on a third person until he has received notice of it and that it was for the applicants seeking to enforce the order to ensure that the third persons concerned were duly notified of the order. Furthermore, once a third person not party to the proceedings has been notified of the order, he was entitled to challenge that order and request that it be varied or set aside.

The principles established by the Court in relation to the fair trial rights of third affected parties are relevant to the discussion on the procedural safeguards in injunctive proceedings. The blocking injunctions affect a number of third parties who are not represented in the proceedings. This category comprises both internet users (customers of the defendant ISPs) and services providers – the operators of affected websites, including any websites that may be collaterally affected (for instance, those sharing the same IP address as the targeted site). The same also applies to the alleged infringers who, in relation to injunctive proceedings,
are in a similar position as third parties.

31 It is also relevant that the breach of procedural safeguards stemming from Article 47 of the Charter may constitute the manifest breach of an essential rule of law in the EU legal order, and therefore grounds for refusal of recognition of judicial decision in another Member State on the grounds of the public policy clause. In order to be effective, the Internet related injunctions in the context of the IP enforcement, might have to be applied on an EU-wide basis. This would be even more important if such injunctions were used in relation to an EU trademark. Such wider application can only be achieved – from the point of view of public order – if procedural standards stemming from Article 47 of the Charter are clearly defined and applied in a uniform manner in the EU.

32 From the point of view of the guarantees inherent in Article 47 of the Charter, the court must ensure that the affected parties are informed of the order and can effectively assert their rights by asking the court to vary or set aside the measure. In other words, those safeguards should ensure transparency and efficient ex-post review.

2. Transparency

33 Since the affected third parties may not be aware of the application for injunctions, it is essential that they receive a notice with appropriate information individually or, at least, through a general publication. This notice should enable them to ascertain the reason for the blocking (instead of returning error message), identify the applicant who obtained the order, and also inform them of the review procedure. The relevant safeguards have been examined by Justice Arnold in Cartier, who held that the Internet page containing the information should not merely state that access to the website has been blocked by court order, but also identify the party or parties which obtained the order and indicate that the affected users have the right to ask the court to discharge or vary the order. The requirement of transparency in this context informs third parties about the existence of restriction which is, quite evidently, a pre-condition for the exercise of the substantive fundamental rights by the affected Internet users and services providers. It is therefore closely related to the existence of an effective review mechanism.

34 This requirement has already been incorporated in the blocking orders related to public enforcement and is also reflected in the Council of Europe’s recommendations on the use of internet filters.

3. Effective review mechanism

35 The internet users and services providers whose rights are affected should have access to effective judicial remedy enabling them to challenge the blocking measure. This guarantee stems directly from the right to a court under Article 47 of the Charter, and is also closely linked to the general guarantees protecting the freedom of expression and the right to information. It has already been introduced in the context of public blocking orders.

36 An argument was raised in the literature that affected third parties should be given an opportunity to state their views, even before the decision is made. This does not seem practically feasible – although in Cartier, Justice Arnold observed that, in theory, it would have been open to subscribers to the ISPs to apply to intervene in the case.

37 In relation to the ex-post review mechanism, in UPC Telekabel Wien, the Court of Justice held that the national procedural rules must provide a possibility for internet users to assert their rights before the court, even ex-post, once the implementing measures are taken. A similar requirement to ensure the existence of an effective ex-post review mechanism against traffic management measures 60

53 See, in relation to Article 34(1) of Regulation No 44/2001, judgments in Diageo Brands (C-681/13, EU:C:2015:471, para 50) and Meroni (C-559/14, EU:C:2016:349, para 46).
55 See Cartier v BSkyB [2014] EWHC 3354 (Ch) [264] and FAPL v BT [2017] EWHC 480 Ch. [53].
56 In the context of measures combatting child pornography, pursuant to Article 25(2) of Directive 2011/93 “[website blocking] measures must be set by transparent procedures and provide adequate safeguards, in particular to ensure that the restriction is limited to what is necessary and proportionate, and that users are informed of the reason for the restriction”. 
57 Council of Europe’s recommendation CM/Rec(2008)6, Guideline 1 states; “when confronted with filters, users must be informed that a filter is active and, where appropriate, be able to identify and to control the level of filtering the content they access is subject to”. 
58 See ECtHR, Yıldırım v. Turkey (3111/10, para 37).
59 Pursuant to Article 25(2) of Directive 2011/93, the mandatory safeguards in the context of blocking measures must include the “possibility of judicial redress”. According to Recommendation CM/Rec(2008)6, Guideline 1, “[Internet users] should have the possibility to challenge the blocking or filtering of content and to seek clarifications and remedies”.
60 See A. Marshoof, The blocking injunction, op. cit., p. 645.
61 See Cartier v BSkyB [2014] EWHC 3354 (Ch) [263].
adopted by ISPs is reflected in the EU net neutrality rules.\textsuperscript{63} In Cartier, Justice Arnold considered whether the injunctive order incorporates safeguards against abuse. First, those safeguards permitted the ISPs to apply to the court to discharge or vary the orders in the event of any material change of circumstances, including in respect of the costs, consequences for the parties, and effectiveness of the blocking measures. Secondly, they permitted the operators of the target websites to apply to the court to discharge or vary the orders. Thirdly, since it was debatable whether affected users could apply to discharge or vary the order under English procedural law, Justice Arnold held that orders should expressly permit affected subscribers to apply for such a remedy.\textsuperscript{64} In FAPL, the order required a notice to be sent to each targeted hosting provider when one of its IP addresses was subject to blocking, and the operators were given permission to apply to set aside or vary the order, in the same way as the affected internet users and the operators of the target servers.\textsuperscript{65}

38 It is debatable to what extent those EU legal provisions require an introduction of new national remedies. In Goldesel, the German BGH observed that the existing remedies are sufficient, since internet users can assert their rights against access providers on the basis of their contract with the ISP.\textsuperscript{66} However, it is highly disputable whether such contractual, private law remedy would be sufficient in order to ensure effective review. Such a remedy is clearly insufficient with regard to collaterally affected website operators, who do not have contractual relations with the ISP.\textsuperscript{67}

39 Moreover, the adoption of new remedies might be necessary with regard to new, unorthodox types of injunctive orders, such as “live blocking orders”. The review mechanism must ensure an effective and timely review. In view of this requirement, the injunctive order might have to envisage a special review mechanism with regard to the live blocking orders, which are directed at the websites that stream live content to consumers. Such orders may be adopted for a very limited period of time coinciding with the duration of the live event\textsuperscript{68} and, therefore, any review arrangement must be extremely expedient.

4. Right to privacy and data protection

40 It is arguable whether the blocking of content available on the Internet requires to take into account the right to privacy of internet users. Thus, the BGH ruled, contrary to the opinion of the appellate court, that communications addressed to the general public do not fall within the sphere of privacy and, furthermore, the mere prevention of communication over the internet does not interfere with the right to privacy.\textsuperscript{69}

41 Regardless of this wider debate, it seems evident that the implementation of an injunction may necessitate the adoption of adequate safeguards in relation to the right to the protection of personal data. Under the EU net neutrality rules (Article 3(4) of Regulation 2015/2120), any traffic management measure may entail processing of personal data only if such processing is necessary and proportionate to achieve the objectives set out in the permissible limitations (and, of course, must be carried out in accordance with the legislation on data protection). In the case of blocking measures, processing of personal data must be limited to what is necessary in order to comply with the court order.

42 The adequate safeguards are necessary to ensure that the knowledge obtained by the ISPs with regard to the circumstances of (blocked) communication does not interfere with internet users’ right to privacy. Such knowledge must be obtained in an automated way, limited to what is necessary to block communication, recorded anonymously, using purely technical means, and deleted without a trace immediately after blocking a user’s access.\textsuperscript{70} Additional safeguards might be necessary if an injunction involves an update procedure and entails a regularly adapted list of target websites.

43 It may observed that any measures limiting the right to data protection must be provided by legislation, which should lay down clear and precise rules governing the scope and application of the measure in question and imposing minimum safeguards against the risk of abuse.\textsuperscript{71} It is debatable to what extent those requirements could be satisfied by a mechanism defined by a court’s injunction. This aspect relates however to substantive fundamental

\textsuperscript{63} According to recital 13 of Regulation 2015/2120, any measures liable to restrict fundamental rights must be subject to adequate procedural safeguards, including effective judicial protection and due process.

\textsuperscript{64} See Cartier v BSkyB [2014] EWHC 3354 (Ch) [262]-[265].

\textsuperscript{65} See FAPL v BT [2017] EWHC 480 Ch. [27].

\textsuperscript{66} See BGH I ZR 174/14 – Goldesel [57].

\textsuperscript{67} See criticism of the approach adopted by the BGH to third party procedural rights, G. Spindler, Sperrverfügungen gegen Access-Provider, op. cit., p. 457.

\textsuperscript{68} See FAPL v BT [2017] EWHC 480 Ch. The order came into force on 18 March 2017 and only endured until 22 May 2017, which was the end of the 2016/2017 Premier League season.

\textsuperscript{69} See BGH I ZR 174/14 – Goldesel [60]-[70]; and M. Schaefer, ISP liability for blocking access, op. cit., p. 635.

\textsuperscript{70} See BGH I ZR 174/14 – Goldesel [68]; and M. Schaefer, ISP liability for blocking access, op. cit., p. 635.

\textsuperscript{71} See judgment in Digital Rights Ireland and Others (C-293/12 and C-594/12, EU:C:2014:238, paras 53-54).
rights issues and is beyond the framework of the present analysis.

E. Conclusion

Website blocking is an invasive enforcement tool, which requires the adoption of rigorous procedural safeguards, particularly when it is used in the context of private enforcement. The conditions for injunctions have not been harmonised in EU law and remain subject to autonomous application of national law. They must nevertheless comply with the fundamental rights guaranteed by the EU Charter. The existing case law of the EU Court of Justice and the national courts puts the emphasis on substantive limitations on injunctions, stemming from the requirement to strike a fair balance between the fundamental rights of the rightholders and internet users. The particular nature of blocking injunctions justifies putting a stronger emphasis on procedural, rather than substantive safeguards. Procedural safeguards stemming from Article 47 of the Charter could constitute a minimum standard, which could be invoked in order to achieve a certain degree of uniformity across Member States. Since breach of Article 47 of the Charter constitutes a ground for refusal of recognition of judicial decision in another Member State, such a shift of approach – from substantive to procedural rights – might be particularly important if the rightholders sought to enforce internet related injunctions on an EU-wide basis.
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Keywords: Intermediary liability; right to freedom of expression; theory of positive obligations; fundamental rights; EU legislation; removal of online content; ECHR; CJEU

A. Introduction

1 Article 14 of the E-commerce Directive (2000/31) contains a conditional liability exemption for hosting providers. Under this provision, hosting service providers can benefit from a liability exemption provided they: 1) do not have actual knowledge of illegal activity or information and, as regards claims for damages, are not aware of facts or circumstances from which the illegal activity or information is apparent; 2) upon obtaining such knowledge or awareness, they act expeditiously to remove or to disable access to the information.

2 The provider of a hosting service can obtain knowledge about the illegal character of hosted content in a number of ways. For example, the provider could find such content through his own activities or he could be notified about the situation

---
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by a third party. Notifications could stem either from public authorities – i.e. courts – or from private entities. In the latter case, the provider of the hosting service is called upon directly by a private individual to remove or block access to the content in question. The mechanism is commonly referred to as 'notice-and-take-down'. It is the provider’s task to assess whether such a complaint is credible and make a decision about the infringing character of the content.

3 The E-Commerce Directive laid the groundwork for notice-and-take-down but did not provide any additional guidelines with regard to its implementation. Instead, the Directive left the subject matter to the discretion of the Member States. Article 16 and recital (40) of the Directive encourage self-regulation in this field. Certain Member States have developed more detailed, formal notice-and-take-down procedures, but the majority of the Member States opted for a verbatim transposition of the Directive, hoping that self-regulation would emerge. This however proved to be inefficient – most of the countries never introduced any self-regulatory measures. The result is a lack of any firm safeguards for the content removal procedures in most of EU countries.

4 As a result, the E-Commerce Directive and most national implementing laws place hosting providers in a position to decide which content can remain online and which should be removed. They may be considered as private ‘gatekeepers’, who are able to regulate the behaviour (and speech) of their users. By providing conditional liability exemptions for third parties’ illegal content or activities, the States enlist the intermediaries to enforce the public policy objectives (i.e. to remove unlawful content).

5 The E-Commerce Directive is currently under review. The review process started in 2010, with a public consultation on the future of electronic commerce in the internal market. Most respondents to the consultation agreed that there was no need for a revision of the E-Commerce Directive as a whole. Many considered, however, that certain aspects of the Directive, particularly the intermediary liability regime, would benefit from further clarification. A more in-depth analysis of the identified issues was developed in the Commission Staff Working Document on Online Services. In May 2015, the Commission announced a plan to assess the role of online platforms in the Communication on a Digital Single Market Strategy for Europe (DSM).\(^7\) The concept of a ‘gatekeeper’ refers to ‘private parties who are able to disrupt misconduct by withholding their cooperation from wrongdoers’. Through the concept of vicarious liability, these gatekeepers can be incentivized to prevent misconducts by withholding their support, in the form of specific good, service or certification that is crucial for the wrongdoer to succeed. See H.R. Kraakman, Gatekeepers: The Anatomy of a Third-Party Enforcement Strategy, Journal of Law, Economics, and Organization, Vol. 2, No. 1, 1986, pp. 53-105. See also E. Laidlaw, Internet gatekeepers, human rights and corporate social responsibilities. PhD thesis, 2012, The London School of Economics and Political Science (LSE).


7 The concept of a ‘gatekeeper’ refers to ‘private parties who are able to disrupt misconduct by withholding their cooperation from wrongdoers’. Through the concept of vicarious liability, these gatekeepers can be incentivized to prevent misconducts by withholding their support, in the form of specific good, service or certification that is crucial for the wrongdoer to succeed. See H.R. Kraakman, Gatekeepers: The Anatomy of a Third-Party Enforcement Strategy, Journal of Law, Economics, and Organization, Vol. 2, No. 1, 1986, pp. 53-105. See also E. Laidlaw, Internet gatekeepers, human rights and corporate social responsibilities. PhD thesis, 2012, The London School of Economics and Political Science (LSE).


After another consultation, the Commission concluded that it would maintain the existing intermediary liability regime while implementing a sectorial, problem-driven approach. This means that the Commission plans to tackle the identified problems without re-opening the E-Commerce Directive. As evidenced in subsequent initiatives – that is the proposed Copyright Directive and the amendment to the AVMS Directive – the plan includes involving online service providers in content regulation. In this paper I explain why the Commission’s approach is problematic. By analysing the case law of the European Court of Human Rights (ECtHR) and the Court of Justice of the EU (CJEU), I argue that the European legislature has a legal obligation to ensure effective protection of the right to freedom of expression in the context of online content regulation. This obligation could be met by introducing procedural safeguards for freedom of expression into notice-and-take-down mechanisms. By providing the analysis, I hope to contribute to the ongoing discussion about the review of the E-Commerce Directive.

B. State interference by proxy

Under Article 14 of the Directive, the decision to remove or disable access to content has to be expeditious in order to exonerate the service provider from the potential liability. The most cautionary approach is to act upon any indication of illegality, without engaging in any (possibly burdensome and lengthy) balancing of rights that may come into conflict. As a result, any investigation of the illicit character of the content and balancing of rights at stake is usually non-existent. This often leads to ‘over-compliance’ with takedown requests, or in other words, preventive over-blocking of entirely legitimate content. Article 14 of the E-Commerce Directive, therefore, creates “an incentive to systematically take down material, without hearing from the party whose material is removed”. The current legal situation has been characterised as an “inappropriate transfer of jurisdiction authority to the private sector”. Others consider it a form of private or corporate censorship possibly creating a ‘chilling effect’ on the right to freedom of expression. Service providers are placed under such fear of liability claims that they impose on themselves measures “appropriate for making them immune to any subsequent accusation but is of a kind that threatens the freedom of expression of Internet users”.

Enlisting private entities to decide about fundamental human rights is far from ideal. The approach, however, does provide certain advantages. In the context of online expression, where information spreads in a flash, the benefits of a swift reaction are clear. Infringing or illegal content which remains online for an extended period of time can cause serious harm – some of it irreparable (e.g., reputational harm). Notice-and-take-down mechanisms provide a quick relief, far quicker than the relief typically provided by the judiciary. The indirect ‘responsibilization’ of the intermediary liability regime while implementing co-regulation measures “appropriate for making them immune to any subsequent accusation but is of a kind that threatens the freedom of expression of Internet users”.

7 Enlisting private entities to decide about fundamental human rights is far from ideal. The approach, however, does provide certain advantages. In the context of online expression, where information spreads in a flash, the benefits of a swift reaction are clear. Infringing or illegal content which remains online for an extended period of time can cause serious harm – some of it irreparable (e.g., reputational harm). Notice-and-take-down mechanisms provide a quick relief, far quicker than the relief typically provided by the judiciary. The indirect ‘responsibilization’ of the intermediary liability regime while implementing co-regulation measures “appropriate for making them immune to any subsequent accusation but is of a kind that threatens the freedom of expression of Internet users”.
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14 European Commission, Online Platforms and the Digital Single Market Opportunities and Challenges for Europe (n 12).


18 European Commission, Summary of the results of the Public Consultation on the future of electronic commerce in the Internal Market and the implementation of the Directive on electronic commerce (n 10) p. 12.


22 The concept of ‘responsibilization’ refers to a process “whereby subjects are rendered individually responsible for a task which previously would have been the duty of another – usually a state agency – or would not have
intermediaries nevertheless creates a situation where legislation provides an incentive and gives way to potential interference with the freedom of expression of the Internet users by private entities. The legislature therefore is indirectly contributing to the interference by private individuals – a type of ‘State interference by proxy’.

8 According to human rights instruments, such as the European Convention of Human Rights (ECHR) and the Charter of Fundamental Rights of the EU (CFEU), States should not interfere with the exercise of protected rights (unless specific requirements are met). The States, however, have an additional obligation to effectively protect fundamental human rights from interferences by other private individuals, perhaps even more so if such interference is accepted, or even encouraged by the States.

C. Positive obligations under the ECHR

I. Do the States have positive obligations to actively protect the right to freedom of expression?

9 The right to freedom of expression constrains governments’ ability to interfere in the circulation of information and ideas. In this sense, it is first and foremost a ‘negative’ right. However, the right to freedom of expression also contains a ‘positive’ dimension. According to the European Court of Human Rights, “in addition to the primarily negative undertaking of a State to abstain from interference in Convention guarantees, ‘there may be positive obligations inherent’ in such guarantees”.26

10 The concept of positive obligations is based on Article 1 of the Convention, which requires that the States “shall secure to everyone within their jurisdiction the rights and freedoms defined in Section I of this Convention”.26 The concept appeared in the Court’s reasoning in the late 1960’s, following the Belgian Linguistic case.27 It is considered to be a result of “the dynamic interpretation of the Convention in the light of changing social and moral assumptions”28 and “the general evolution and ‘socialising’ of the Convention rights and freedoms”.29 Since the appearance of the concept, the Court has constantly broadened this category of obligations by adding new elements. Now almost all the standard-setting provisions of the Convention have a dual aspect in terms of their requirements.30 The Court has not provided an authoritative definition of positive obligations.31 The concept is described as a ‘requirement to take action’32, an ‘obligation to protect’, or an ‘obligation to implement’.33 In practice, positive obligations require national authorities to take the necessary measures to safeguard the right in question. The protection of rights provided by States should be practical and effective and not merely theoretical.34 Moreover, positive obligations continue to exist even if the state ‘outsources’ regulation, for example to alternative regulatory bodies.35 As the Court held in Costello-Roberts v. the UK, “the State cannot absolve itself from responsibility by delegating its obligations to private bodies or individuals”.36

11 The obligation to take necessary measures to protect freedom of expression is drawn from Article 10 in conjunction with Article 1. The duty to protect
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33 J.-F. Akandji-Kombe, Human rights handbooks, No. 7. (n 30) p.5.
36 ECHR, Costello-Roberts v. the United Kingdom, 25 March 1993, para. 27; see also, ECHR, Van der Mussele v. Belgium, 23 November 1983, paras. 29-30.
the right to freedom of expression involves an obligation for governments to promote this right and to provide for an environment where it can be effectively exercised without being unduly curtailed. Such protection and promotion can take different forms. For example, it may require introducing certain measures protecting journalists against unlawful violent attacks37, or observing the obligation of States to enact domestic legislation.38 Perhaps the most far-reaching positive obligation in relation to freedom of expression was pronounced in Dink v. Turkey.39 Here the Court considered that States are required to create a favourable environment for participation in public debate for everyone and to enable the expression of ideas and opinions without fear.40

12 The European Court of Human Rights accepts that Article 10 ECHR can be invoked not only in vertical relations but also in horizontal relations between individuals.41 In such cases the horizontal effect is indirect, meaning that individuals can only enforce human rights provisions against other individuals by relying on the positive obligations of the State to protect their rights.42 Interference by private individuals is linked, therefore, to a failure of the State to prevent the interference. This could happen, for example, in situations “where a State had taken or failed to take certain measures”.43 In Fuentes Bobo v. Spain the Court held that “a positive obligation can rest with the authorities to protect the freedom of expression against infringements, even by private persons”.44 Similarly, in Özgür Gündem v. Turkey the Court stated that “[g]enuine, effective exercise of [the right to freedom of expression] does not depend merely on the State’s duty not to interfere, but may require positive measures of protection, even in the sphere of relations between individuals [...].”45

II. The positive obligation to protect the right to freedom of expression vs. other Convention rights

13 The positive obligation to ensure effective enjoyment of the right to freedom of expression requires States to protect freedom of expression against infringements by private individuals. In their attempts to comply with their positive obligations, States could possibly interfere with the rights of private entities, such as the right to property or the right to conduct business. In the context of content removals by the hosting service providers, the following question can be asked: does the theory of positive obligations mean that States could force private entities to allow every type of speech on their platforms, as long as it is not prohibited by law? What would such obligation mean for thematic platforms or for content that is not illegal but inappropriate for a certain audience? Fortunately the ECtHR jurisprudence provides several pointers on this matter.

14 In Appleby and others v. the United Kingdom, the applicants had lodged a complaint against the UK after they were prevented from setting up a stand and distributing leaflets in a privately owned shopping centre. The Court did not find that the authorities bore any direct responsibility for the restriction on the applicants’ freedom of expression.46 The question at stake, however, was whether the UK had failed in any positive obligation to protect the exercise of the applicants’ right to freedom of expression from interference by others – in this case, the owners of the shopping centre.47 The Court acknowledged a conflict between the right to freedom of expression of the applicants and the property rights of the owner of the shopping centre under Article 1 of Protocol No. 1.48 Despite its relevance, Article 10 does not bestow any ‘freedom of forum’ for the exercise of the right to freedom of expression. The applicants were able to exercise their right through several alternative means; therefore, the Court did not find that the UK failed in its positive obligation to protect the applicants’ freedom of expression.49 Nevertheless, the Court pointed out that it “would not exclude that a positive obligation could arise for the State to protect the enjoyment of the Convention rights by regulating property rights”50.

15 The question of regulating private property to protect the right to freedom of expression was
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37 ECtHR, Özgür Gündem v. Turkey, 16 March 2000, para. 43.
38 ECtHR, Verein gegen Torfabriken Schweiz (VgT) v. Switzerland, 28 June 2001, para. 45 and 48.
39 ECtHR, Dink v. Turkey, 14 September 2010. See C. Angelopoulos et al., Study of fundamental rights limitations for online enforcement through self-regulation, Institute for Information Law (IVIR), 2016, p. 38.
40 C. Angelopoulos et al., Study of fundamental rights limitations for online enforcement through self-regulation (n 39) p. 38, referring to ECtHR, Dink v. Turkey, para. 137.
41 For example ECtHR, Fuentes Bobo v. Spain, 29 February 2000.
43 Ibid., p. 784.
45 ECtHR, Özgür Gündem v. Turkey, 16 March 2000, para. 43.
46 ECtHR, Appleby and others v. the United Kingdom, 6 May 2003, para. 41.
47 Ibid., para. 41.
48 Ibid., para. 43.
49 Ibid., para. 49.
50 Ibid., para. 47.
addressed again in *Khurshid Mustafa & Tarzibachi*. The case concerned the termination of a tenancy agreement by a landlord because of the tenants’ refusal to dismantle a satellite dish. The dish was installed to receive television programmes from the tenants’ native country. The Court acknowledged that it is not its role to settle disputes of a purely private nature. Nevertheless, it cannot remain passive where a national court’s interpretation of a legal act, including a private contract, “appears unreasonable, arbitrary, discriminatory or, more broadly, inconsistent with the principles underlying the Convention”. The Court found, in result, that the State failed in their positive obligation to protect that right to freedom of expression. This means that in order to comply with the obligation to protect the right to freedom of expression, the State might be required to set certain limits for rules that private owners establish on their property.

Finally, in *Melnychuk v. Ukraine* the Court clearly stated that privately-owned media, including newspapers, must be free to exercise editorial discretion to decide what articles, comments and letters submitted by private individuals they publish. Nevertheless, ‘exceptional circumstances’ may arise “in which a newspaper may legitimately be required to publish, for example, a retraction, an apology or a judgment in a defamation case”. This particular case concerned the right to reply, which the Court considered an important element of freedom of expression. It follows from the need to be able to contest untruthful information, but also to ensure a plurality of opinions, especially in matters of general interest such as literary and political debate. Such situations, according to the Court, may create a positive obligation for the State to ensure an individual’s freedom of expression in such media.

The Court’s recognition of positive obligations in relation to Article 10 is “nascent and piecemeal, but steady”. Especially in *Dink*, the essential obligation for States to ensure a favourable environment for public debate “gives a new sense of coherence to a disparate set of positive obligations” identified by the Court. This optimistic note is offset by the fact that the ECHR applies only to the signatories to the Convention and the E-Commerce Directive is an instrument of the European Union. Since the EU is not (yet) a signatory to the ECHR, the ultimate framework for assessing the fundamental rights obligations of EU institutions is not the ECHR but the Charter of Fundamental Rights.

**D. Effective protection of the rights in the CFEU**

**I. Scope of the Charter**

The rights guaranteed by the Charter, similarly as the rights guaranteed by the Convention, can be interfered with by both States (vertical interference) and by private individuals (horizontal interference). The question is whether the Charter creates a positive obligation, in the same way as the Convention, for the States, but also for the EU acting as a legislator, to protect the Charter rights and to create an environment where these rights can be effectively enjoyed.

First, it should be highlighted that the meaning and the scope of the rights protected by both the ECHR and CFEU, for example the right to freedom of expression, should be the same. This includes the meaning given through the jurisprudence of the Court of Human Rights which explicitly recognizes the existence of positive obligations. Moreover, the EU can provide greater protection to the same right, but certainly not less. According to Article 51.1, rights in the Charter must be respected, principles merely observed, but both have to be ‘promoted’. Article 53 of the Charter lays down a minimum common denominator for the level of freedom of assembly and association, privacy, etc. They also include the right to an effective remedy whenever the aforementioned rights have been violated, as well as various process rights that serve to guarantee procedural fairness and justice.
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52 Ibid., para. 33.
53 Ibid., para. 50.
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57 C. Angelopoulos et al., Study of fundamental rights limitations for online enforcement through self-regulation (n 39) p. 38. The authors consider that this statement applies not only to Article 10 but also to other ‘communication rights’. ‘Communication rights’ are “a term of convenience that covers a cluster of rights that are indispensable for the effective exercise of communicative freedoms. These rights typically include the right to freedom of expression, for the EU to be able to contest untruthful information, but also to ensure a plurality of opinions, especially in matters of general interest such as literary and political debate. Such situations, according to the Court, may create a positive obligation for the State to ensure an individual’s freedom of expression in such media.
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II. Positive obligations under the Charter?

20 Under the CFEU, the negative obligation (to respect) is clearly articulated. The existence of the positive obligation (to protect), however, is less obvious. Wording such as ‘promotion of application of the rights’ and ‘protection of the rights’, suggests that the scope of application encompasses both the negative and positive obligations. According to Blackstock, “even the most conservative interpretation could not deter an individual bringing an action against the State for failing to prevent the violating act of a private individual (in the exercise of a positive obligation)”.63

21 The role of positive obligations under the Charter is less developed than under the ECHR. The CJEU has, however, provided some useful guidance when interpreting EU secondary law (or implementation thereof) in light of the fundamental rights. In a number of cases the CJEU specifically addressed the issue of effective protection of the Charter rights.64

22 The argument of effective protection was used, for example in Promusicae.65 The case was one of the first where the CJEU “relied on fundamental rights as a device of moderation”.66 The CJEU found that the disclosure of personal data at issue may be justified as it may fall within the derogation for “the protection of the rights and freedoms of others”.67

23 A similar issue was at stake in Coty Germany68, which concerned a demand for identifying information from a bank following an instance of trademark infringement. The CJEU referred to its Promusicae reasoning but highlighted a major difference. In Coty Germany, the provision of the German law at issue allowed for an unlimited and unconditional refusal to disclose the information.71 The provision therefore prevented the effective exercise of the right to property. As a result, the ruling went further than in Promusicae. Instituting a remedy of disclosing personal data is no longer an optional choice for the Member States, as its absence can infringe the fundamental right to an effective remedy and the fundamental right to (intellectual) property.72 The CJEU stated that the right to obtain information aims to “ensure the effective exercise of the fundamental right to property, which includes the intellectual property right protected in Article 17(2) of the Charter”.73 The CJEU went from recognizing the need for effective protection in Promusicae, to requiring that effective exercise of a fundamental right is ensured in Coty Germany. According to Husovec, the ruling effectively recognized a positive obligation to introduce a protective remedy.74

24 The need to ensure that protected rights can be exercised without undue limitation is often expressed in terms of striking the fair balance between different rights in conflict. In Coty Germany, the CJEU noted that “a measure which results in serious infringement of a right protected by the Charter is to be regarded as not respecting the requirement that such a fair balance be struck between the fundamental rights which must be
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63 J. Blackstock, The EU Charter of Fundamental Rights: scope and competence (n 60) p. 22.
64 For example, the CJEU pointed out the need for effective protection of intellectual property also in L’Oreal v. E-Bay case. Case C-324/09 [2011] L’Oréal and Others I-06011, para 131 (‘effective protection of intellectual property’). See also Case C-479/04 [2006] Laserdisken ECR I-0808, para 62, 64.
65 The ruling was issued before the Charter became binding. Today, it would be resolved under Article 51.1 of the Charter.
68 CJEU, Productores de Música de España (Promusicae) v. Telefónica de España SAU, C-275/06, 29 January 2008, para. 68.
71 Ibid., para. 37.
reconciled”.

25 In Telekabel Wien, the CJEU added an interesting twist to the doctrine of effective protection. According to the Court, the measures which are taken by the addressee of an injunction must be sufficiently effective to ensure genuine protection of the fundamental right at issue, that is, the right to intellectual property. At the same time, however, the CJEU reiterated that the right to intellectual property is not inviolable and that nothing in the wording of Article 17.2 CFEU suggests that it must be absolutely protected. For this reason, when the addressee of an injunction chooses the measures to be adopted, he must ensure compliance with the fundamental right of Internet users to freedom of information. Effectively, the CJEU imposed the duty to balance the fundamental rights at stake directly on intermediaries, instead of the States. The CJEU continued to specify that the adopted measures must serve to bring an end to a third party’s infringement of copyright or of a related right but without affecting Internet users who are using the provider’s services to lawfully access information. If such a result was not achieved, “the provider’s interference in the freedom of information of those users would be unjustified in the light of the objective pursued”.

III. Compatibility with the Charter

26 Both EU secondary law and national law falling within the scope of EU law must be interpreted in light of the Charter. Moreover, any possible conflicts with fundamental rights can be tested against the Charter, which provides grounds for judicial review. The CJEU can declare a national provision implementing EU law incompatible under Art. 51.1 CFEU. Upon a request based on Art. 267 TFEU the CJEU can also directly invalidate a provision or a whole act of secondary Union law, such as a directive.

27 In Digital Rights Ireland, the CJEU was called upon to assess the compatibility of the Data Retention Directive (2006/24/EC) with the Charter (specifically with Articles 7, 8, and 11 of the Charter). First, the CJEU established that the Directive constituted an interference with the right to privacy and data protection. In the following analysis the CJEU declared that that the interference was prescribed by law and that it did not adversely affect the essence of the rights to privacy and data protection. The crucial point of the analysis, therefore, was the question of proportionality of the administered measures. The CJEU found that the Directive defined no limits of the scope, and failed to lay down any objective criterion to determine the limits of the access to the retained data. Furthermore, the Directive did not contain sufficient substantive and procedural conditions relating to the access and reuse of the retained data. Instead, the Directive merely provided that the procedures and the conditions were to be defined by each Member State in accordance with necessity and proportionality requirements. For these reasons, the CJEU decided that Directive 2006/24 did not provide for sufficient safeguards to ensure effective protection of the data retained against the risk of abuse and against any unlawful access and use of that data. The CJEU ruled that “the EU legislature has exceeded the limits imposed by compliance with the principle of proportionality in the light of Articles 7, 8 and 52(1) of the Charter” and declared the Directive invalid. Arguably, the CJEU did not refer explicitly to positive obligations but pointed out the lack of effective protection, which should have been ensured by providing sufficient safeguards. It is therefore clearly an example of a legislature’s failure to act. The result of the failure was a disproportionate interference which led the CJEU to declare the Directive non-compliant with the Charter and invalidating it entirely.

28 Similar arguments were used by the CJEU in 2015 to invalidate the EC Decision 2000/520/EC on the adequacy of the protection provided by the safe

75 CJEU, Cety Germany GmbH v. Stadtsparkasse Magdeburg, C-580/13, 16 July 2015, para. 35.
77 Ibid., para. 61.
78 Ibid., para. 55.
81 Ibid., para. 56.
83 Ibid., p. 376.
84 See CJEU, Hernández and Others, Case C-198/13, 10 July 2014, para. 33-36.
86 CJEU, Digital Rights Ireland Ltd and Settlement and others, Joined Cases C-293/12 and C 594/12, 8 April 2014, para. 17 – 21.
87 Ibid., para. 34 – 37.
88 Ibid., paras. 39 and 40.
89 Ibid., para. 60.
90 Ibid., para. 61.
91 Ibid., para. 66.
92 Ibid., para. 69.
93 Ibid., para. 71.
harbour privacy principles.\textsuperscript{94} In Schrems the CJEU observed that Decision 2000/520/EC enabled interference, founded on national security and public interest requirements or on domestic legislation of the US, with the fundamental rights of the individuals whose personal data is transferred from the EU to the US.\textsuperscript{95} Moreover, Decision 2000/520 did not contain any finding regarding the existence of rules adopted by the US intended to limit such interference\textsuperscript{96} nor did it refer to the existence of effective legal protection against interference of that kind.\textsuperscript{97} Referring to Digital Rights Ireland, the CJEU repeated that EU legislation involving interference with the fundamental rights (guaranteed in Articles 7 and 8 CFEU) must lay down clear and precise rules governing the scope and application of a measure and impose minimum safeguards, so that the persons concerned have sufficient guarantees enabling their data to be effectively protected against the risk of abuse and against any unlawful access and use.\textsuperscript{98} Likewise, the CJEU observed that legislation not providing for any possibility for an individual to pursue legal remedies to have access to his personal data, or to obtain the rectification or erasure of such data, does not respect the essence of the fundamental right to effective judicial protection, as provided in Article 47 CFEU.\textsuperscript{99} In light of these findings, the CJEU declared the decision invalid.\textsuperscript{100}

Based on the analysis above, I would argue that there exists a positive obligation to ensure that fundamental rights under the Charter can be exercised effectively. Even without an explicit reference to the doctrine of positive obligations, the CJEU is clearly able to achieve a similar result using the principle of proportionality and the requirements of fair balancing and effective protection. Moreover, the CJEU should take into account the meaning and scope of the protection given through the jurisprudence of the European Court of Human Rights. The obligation applies not only to the Member States when they implement EU law, but also the EU acting as a legislator. It would be unreasonable to think that the EU can demand compliance with the Charter rights from the Member States when they implement EU law, but would not itself be obliged to comply. This conclusion finds support also in the CJEU’s observations in Kadi I, stating that “all Community acts must respect fundamental rights, that respect constituting a condition of their lawfulness which it is for the Court to review”.\textsuperscript{101}

E. Private enforcement of public policy objectives

It is evident that EU secondary law can be invalidated for not respecting the Charter rights. In case of Digital Rights Ireland, the interference with the fundamental right at issue was rather direct, as the Directive required the retention of data by telecom operators. It was therefore a clear example of State interference. In case of the E-Commerce Directive, the interference with the right to freedom of expression is not direct. The liability exemptions do not require the hosting service providers to remove content. Content removal is, however, often a result of the provision in Article 14 of the E-Commerce Directive. It is a situation of a horizontal interference resulting from a failure of the legislature (EU) to effectively protect the right to freedom of expression – a form of ‘State interference by proxy’.

This type of approach, unfortunately, is becoming a new trend at the EU level. It can be traced in numerous attempts to responsibilize online platforms for regulating content. For example, it is apparent in the Code of Conduct on Countering Illegal Hate Speech Online announced by the Commission in May 2016.\textsuperscript{102} The initiative which was launched in cooperation with a select number of IT companies, urges these companies to ‘take the lead’ on countering the spread of illegal hate speech online.\textsuperscript{103} Delegation of enforcement activities from State to private companies seems even bolder than the limited liability regime in the E-Commerce Directive. Strictly speaking, any interference with freedom
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\item[101] CJEU, Yassin Abdullah Kadi and Al Barakaat International Foundation v. Council of the European Union and Commission of the European Communities (Kadi I), Joined cases C-402/05 P and C-415/05 P, 3 September 2008, para. 285. See also Schmidberger, where the CJEU stated that “measures which are incompatible with observance of the human rights thus recognised are not acceptable in the Community”, CJEU, Eugen Schmidberger, Internationale Transporte und Planzüge v. Republik Österreich, C-112/00, 12 June 2003, para. 73.
\end{footnotes}
of expression resulting from the implementation of the Code cannot be attributed directly to the Commission (as the restrictions will be administered by the IT companies ‘voluntarily’). Nevertheless, it is clear that the Commission’s role is more than that of a facilitator. The Commission is no longer merely incentivizing content control by intermediaries but actively requesting them to remove certain types of content. By inviting private companies to restrict speech of individuals, the Commission becomes an initiator of the interference with a fundamental right by private individuals. The role of the Commission is confirmed by the statements urging the IT companies to act faster to tackle online hate speech or face laws forcing them to do so.

Similar concerns can be formulated in relation to the Commission’s proposals on a new directive on copyright in the Digital Single Market and an amendment to the AVMS Directive. The former requires the service providers to monitor their platforms for copyright-infringing content while the latter requires video-sharing and possibly social media platforms to restrict access to harmful – but not necessarily illegal - content (to protect minors) and to incitement to violence or hatred (to protect all citizens). It seems that the Commission’s solution to the problem of illegal and harmful online content does not aim to be exhaustive but merely constitutes an example of safeguards that the Commission could consider. The following selection does not aim to be exhaustive but merely constitutes a preface to a more detailed discussion.

F. Safeguards for freedom of expression

To be justified, any interference with the right to freedom of expression must be prescribed by law, administered for a legitimate aim, and proportionate. Notice-and-take-down procedures should contain appropriate safeguards to ensure that these conditions are met. Inspiration for such safeguards could be drawn from the procedures that already exist in countries that implemented more detailed regulations. Moreover, input could be found in the numerous responses provided to the public consultations organized so far by the Commission. Below I present examples of safeguards that the Commission could consider. The following selection does not aim to be exhaustive but merely constitutes a preface to a more detailed discussion.

104 Such agreements cannot really be considered as truly voluntary as they often arise under governmental pressure and threats of legal action to compel private companies to adopt non-legally binding enforcement measures. See more in N. Tusikov, Chokepoints - Global Private Regulation on the Internet (n 8) p. 4.


110 See European Commission, Online Platforms and the Digital Single Market Opportunities and Challenges for Europe (n 12).

111 C. Angelopoulos, S. Smet, Notice-and-fair-balance: how to reach a compromise between fundamental rights in European intermediary liability (n 79) p. 283.


113 In the EU, several countries chose to use the opportunity provided by Art. 14.3 of the E-Commerce Directive to introduce more detailed measures for removal of online content. For example, such specific laws exists for example in Finland in the Finish Information Society Code, in France in the LCEN Law No. 2004-575 of 21 June 2004 on ensuring confidence in the digital economy, and in Hungary in Act CVIII of 2001 on certain issues of electronic commerce services and information society services.

114 For example, European Commission, Summary of the results of the Public Consultation on the future of electronic commerce in the Internal Market and the implementation of the Directive on electronic commerce (n 10); European Commission, Public consultation on procedures for notifying and acting on illegal content hosted by online intermediaries, Summary of responses, <http://ec.europa.eu/internal_market/consultations/2012/clean-and-open-internet/summary-of-responses_en.pdf>; European Commission, Full report on the results of the public consultation on the Regulatory environment for Platforms, Online Intermediaries and the Collaborative Economy (n 13).
33 From a human rights perspective, content removal mechanisms should have a sufficient basis in law. To meet this requirement, the EU legislature should introduce specific legal provisions to clarify removal procedures. Notice-and-take-down procedures should clearly state whether they apply to specific types of content or activities, or whether they take a horizontal approach (as in the E-Commerce Directive).\(^\text{115}\) Moreover, the procedure should state specifically if it distinguishes any type of ‘manifestly illegal’ content which the service providers should remove after obtaining knowledge of its existence, regardless of how they obtained such knowledge.\(^\text{116}\)

34 Legislation providing for a notice-and-take-down procedure should meet the requirement of ‘quality’.\(^\text{117}\) This means it should be compatible with the rule of law, accessible and foreseeable. The latter requirement means that rules should be clear and sufficiently precise for those subject to them to foresee the consequences and adjust their behaviour accordingly.\(^\text{118}\) For example, laws providing specific notice-and-take down procedures could clarify the measures which a host may take out on its own initiative and the measures which it may only take after a court order or order by an administrative authority.\(^\text{119}\) The procedures might further describe whether the request must be first submitted to the content provider\(^\text{120}\) and the following order of events, starting with the notification to the service provider.\(^\text{121}\) Moreover, the procedures could specify the timeframes for different actions and the formal requirements for a valid notice.\(^\text{122}\) Especially rules regulating the latter are relevant because the validity of notice often determines the existence of actual knowledge. This approach is consistent with the CJEU ruling in L’Oreal SA v. eBay, which stated that notification should be sufficiently precise and adequately substantiated.\(^\text{123}\)

35 Safeguards should also introduce elements of proportionality, due process and procedural fairness into the notice-and-take-down procedures. One possible safeguard consists of requiring a notification to content providers informing them that a complaint has been filed. The role of the notification should not be limited to informing the content providers that their content is about to be removed or already has been removed (or made inaccessible), but it should allow them to respond with a defence of the use of the content (a counter-notification).\(^\text{124}\) The notification introduces elements of a fair hearing, but also elements of equality of arms and of adversarial proceedings as it enables both parties involved to have knowledge of and comment on the evidence and the observations made by the other party. The right to due process also requires that decisions about rights and obligations should adequately state the reasons on which they are based. Even if the removal decisions are taken by private entities, it is not unreasonable to expect them to state the reasons for the interference in the notification.\(^\text{125}\)

36 Safeguards should also ensure that everyone whose rights have been interfered with have a right to effective remedy. This means that they should have at their disposal a measure that would allow for an appropriate relief by stopping the violation, or allowing the victim to obtain adequate redress. In case of content removals from the Internet, the right to effective remedy is equally relevant for both


\(^{116}\) For example in Finland hosting providers are obliged to act based upon their knowledge when the content in question consists of hate speech, or pictures with child pornography, sexual violence or intercourse with an animal. The content must be “clearly contrary” to the Criminal Code’s provisions on this type of content. See also European Commission, Full report on the results of the public consultation on the Regulatory environment for Platforms, Online Intermediaries and the Collaborative Economy (n 13) p. 17.

\(^{117}\) See ECHR, Ahmet Yıldırım v. Turkey, 18 March 2013, para. 57.

\(^{118}\) See ECHR, Sunday Times v. the United Kingdom, 26 April 1979, para. 49.

\(^{119}\) Swiss Institute of Comparative Law, Comparative Study on Filtering, blocking and take-down of illegal content on the Internet – comparative considerations (n 4) p. 798.

\(^{120}\) See also European Commission, Public consultation on procedures for notifying and acting on illegal content hosted by online intermediaries, Summary of responses (n 114) p. 5.

\(^{121}\) See for example European Commission, Summary of the results of the Public Consultation on the future of electronic commerce in the Internal Market and the implementation of the Directive on electronic commerce (n 10) p. 12.

\(^{122}\) See for example European Commission, Public consultation on procedures for notifying and acting on illegal content hosted by online intermediaries, Summary of responses (n 114) p. 3-7.

\(^{123}\) CJEU, L’Oreal SA v. eBay, Case C324/09, 12 July 2011, para. 122.

\(^{124}\) See more on the counter-notification procedure in European Commission, Full report on the results of the public consultation on the Regulatory environment for Platforms, Online Intermediaries and the Collaborative Economy (n 13) p. 17.

\(^{125}\) Such a requirement exists, for example, in Finland where the Information Society Code provides that the notification to the content provider must state the reason for removal (or blocking), Section 187 of the Finish Information Society Code.
sides of the conflict. Victims of infringing expression should have access to an effective remedy to stop the infringement, for example by requesting removal or blocking. Content providers whose content was wrongfully removed should in turn have the possibility to contest the removal and to request that the content be reinstated, for example through the counter-notification and ‘put-back’ procedure.¹²⁶ Moreover, there should always exist a possibility of judicial redress to ensure effective legal protection of the right to freedom of expression.¹²⁷ A possibility of reviewing the removal decisions by independent courts also provide an additional safeguard that the fundamental rights at stake are balanced fairly.

G. Conclusion

Under the Convention and the Charter, interference with freedom of expression may be permitted if it is prescribed by law, for a legitimate aim, and proportionate. Delegating powers to make decisions regarding fundamental human rights – such as freedom of expression – to private entities should come equipped with certain protective measures in place. The doctrine of positive obligations requires States to take action necessary to ensure effective enjoyment of fundamental rights. The idea of positive obligations in the context of Article 10 ECHR has been developing slowly but, as is evident from the Strasbourg case law, such obligations nevertheless exist. The same could be argued in the context of the Charter, even if the phenomenon is branded differently, as ‘effective protection’.

At present the E-Commerce Directive is lacking any safeguards that could ensure such protection and fair balance regarding the right to freedom of expression. Moreover, only a handful of countries have introduced any additional safeguards in this matter. The situation resembles the problem of the Data Retention Directive, where the EU legislature failed to provide for adequate safeguards to protect the fundamental rights at stake. Therefore, I would argue that the EU is currently not complying with the positive obligation to protect the right to freedom of expression from disproportionate interference by private entities in the context of the notice-and-take down mechanisms. Of course the EU is not subject to the jurisdiction of the ECtHR so it cannot be held responsible in Strasbourg for violations by private entities. However, if an instrument of EU secondary law fails to comply with the CFEU, it can be invalidated by the CJEU, as demonstrated in Digital Rights Ireland. The requirement to ensure effective protection could be satisfied by implementing procedural safeguards into the legislation which provides a basis for the notice-and-take-down mechanisms. The procedural safeguards could introduce the elements of quality of law, due process and proportionality into the delegated private enforcement system. Since the E-Commerce Directive is currently undergoing a review process, this seems to be the right moment to make a call reminding the EU legislature about the obligation to comply with its own fundamental rights framework.
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ISP Liability and the Right to Anonymity
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Abstract: Disputes concatenating privacy, speech and security through the right to anonymity are particularly hard cases to adjudicate. The traditional paradigm, according to which anonymity plays a double role – protecting fundamental rights, as well as potentially threatening them – continues to drive policies that, in turn, emphasise the risks and downplay the opportunities of anonymity in the online world. The content/metadata distinction is a residue of such ambiguous views, persistent in the Court of Justice of the European Union’s (CJEU) approach towards the right to anonymity in ISP liability cases. The article initially explores the argumentative grounds behind the CJEU’s recent McFadden judgment (part B). Against the backdrop of the theory of balancing of interests, this paper critically examines the Court’s reductionist position. Our critique suggests a method of avoiding the disproportionately narrow scope of analysis that accompanies this position. For this purpose, we establish the right to anonymity at the periphery of both the freedom of expression and information, and the right to private life and data protection, while contesting the right to anonymity as a right sui generis. We proceed with three key points. By inspecting the nature of the right to anonymity, we unveil the interconnectedness between the right to freedom of expression and information and the right to private life and data protection (part C). Chilling effects represent an often understated evidence of this relationship. In addition, we see that affecting certain means of exercising a particular fundamental right, such as its anonymous exercise, brings forward important extra-legal considerations, facilitating the discernment of chilling effects in any analysis of human rights. It is argued that regulating anonymity could pose a significant obstacle to the exercise of a fundamental right as a whole, and consequently impact upon the core of that right (part D). Harmonisation-driven attempts to develop human rights guarantees, framed in seemingly robust procedures established by the CJEU, at the level of data collection or retention as well as data disclosure by an ISP, have the potential to be derailed by nation-specific considerations. Taking such considerations seriously can reverse the imminent impact upon the core of the fundamental rights in question, which the narrow scope of traditional human rights analysis easily discounts. This requires diverting from the “targeting by dissuasion” argument as a mere technical exercise, and acknowledging the subtle subterranean relationship of the fundamental rights being considered (part E).
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A. Anonymity: Disguised in Crowds and Technology

1 Let us briefly look back through the lens of history:

2 Ceausescu fell from power on 21 December 1989. In the last moment of his rule, to demonstrate the regime’s lasting grip over the nation, the party’s apparatus held a rally counting 80,000 people in the streets of Bucharest. Romanian citizens were instructed to pause their work and tune in to the parade on their radios and televisions. Ceausescu appeared on the balcony at the headquarters of the Romanian Communist Party and overlooked the crowds. He praised the success of the Romanian socialism, and promised raising social benefits. “I want to thank the initiators and organisers of this great event in Bucharest, considering it is a...”, he never finished his sentence. Eight minutes after the speech commenced, a person booed in the crowd and sparked the resistance of nearby bystanders as well as thousands of people sitting at the radios and televisions in what came down in history as the Romanian revolution. Until today, that person remains unidentified.¹

3 Between 19 and 21 October 1905, uncontrollable violence spread over the city of Odessa. In the wake of the October Manifesto, and anti-imperialist propaganda flooding Russian cities, violent clashes with the Jewish population engulfed the city. For many involved, the cause of the Russian decline preceding these turbulent events became instantaneously self-evident and needed to be eradicated. Around 400 Jewish perished in the hands of unnamed crowds in just two days. A number of police and military officers benefited from the anonymity conveyed by pogroms, and disguised in civilian clothes participated in the massacre, instead of maintaining law and order. Likely, the perpetrators of these atrocities will never be identified.

4 Although the above examples demonstrate that the question of anonymity has long been considered both crucial and contested in terms of ensuring both societal order and individual liberty, this paper aims to add a contemporary perspective to the debate concerning the frictional relationship between anonymity and the protection of fundamental rights and freedoms. Such an intervention is warranted by the seemingly novel, but perhaps quite analogous, circumstances of modern society: online anonymity, enabled by technological advancements and endorsed by billions of indistinguishable Internet users, provides for similar risks and opportunities. On the one hand, anonymity diminishes accountability: it gives “license” to depart from the limits of legality in the sense of positive law, and permits individuals to escape accountability for the possible ramifications of their actions. On the other hand, anonymity empowers individuals in terms of their autonomy and personhood, and protects them from unjustified interference with certain fundamental rights. Human experience has shown on countless occasions that an additional “shield” reinforcing the freedom of expression, such as a speech act made in anonymity, can be of existential importance to its exercise. If history is characterised by a continuous narrative of civilisation, anonymity, in turn, becomes instrumental, so that marginal discourses are not excluded from the conversation. This is often the case with regard to the expression of ideas that offend, shock or disturb, and call for more protection than information and ideas that are favourably received.² Since the Internet has now become one of the principal means by which individuals exercise their right to freedom of expression, enabling participation in political and societal activities and discussions, even a minor disruption within the Internet’s architecture bears the risk of significant collateral damage.³ Recalling the real-world situations of political expression of the past essentially brings the problem closer to the everyday experience of today: pervading online real-name policies attach identity more strongly (visibly and permanently) to every act of online expression than almost any real-world situation has ever done before;⁴ and available technologies significantly facilitate the ways in which one’s identity can be revealed,⁵ such as data mining. A modern judge adjudicating hard cases at the intersection of privacy, speech, and security must thus become increasingly aware of the importance of users’
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⁴ Ahmet Yıldırım v Turkey, Merits, App No 3111/10, 18th December 1976, Second Section, ECHR para 54.


individual preferences regarding identity disclosure when they exercise their freedom of expression. At the same time, acknowledging the importance of anonymity and confidentiality on the Internet must not lead the same modern judge to refuse to protect the rights of others. We will show in our account that in adjudicating the hard cases, it is especially his or her local knowledge of users, their preferences and behaviour, and possible causes of chilling effects in the local environment, that would have a particularly instructive force in the analysis.

5 The right to data protection and the right to private life benefit from anonymous exercise on similar terms. The anonymization of data provides for the ultimate protection of an individual, in the sense that anonymised data are not considered personal data as long as the data subject is not identifiable. Processing anonymized data can, in theory, never violate subject’s right to privacy. Per Article 32(1)(a) of the General Data Protection Regulation (GDPR), anonymization (or pseudonymization) of personal data is considered necessary for ensuring data security when such data processing, in accordance with Article 6(1)(f) GDPR, is of legitimate interest to a controller. Anonymization is further not only required under the current Directive 2002/58/EC on privacy and electronic communications as a lex specialis (E-Privacy Directive) with regard to traffic data (e.g. routing, duration of communication, location of terminal equipment, IP address), but is also explicitly upheld in Recital 9 of Directive 95/46/EC on the protection of personal data with regard to the processing of personal data (DPD) as a measure minimising the risks associated with data processing.

6 In order to contextualise criticism of the right to anonymity in legal terms, the dual character of anonymity must be further stressed throughout the article, as a grey zone between illegality and legality, as a tenet of protected fundamental rights, as well as a potential source of interference with other fundamental rights, which renders any kind of conflict involving a purported right to anonymity especially difficult to balance. For the purposes of understanding anonymity deontologically in online communication networks, we should consider the right to anonymity particularly with respect to two fundamental rights; namely, the right to private life and protection of personal data (Articles 7 and 8 of the Charter and Article 8 of the ECHR, with the latter conceived of solely as a right to privacy), and the right to freedom of expression and information (Article 10 ECHR, Article 19 UDHR, Article 11 of the Charter).

7 The right to anonymity was once again contemplated at the highest level of the European judiciary structure. In its recent judgment, the Court of Justice of the European Union (CJEU or Court) concluded that Article 12(1) and (3) of Directive 2000/31 (the E-Commerce Directive) and Directives 2001/29 and 2004/8/EC did not preclude the grant of an injunction, requiring a provider of access to a communication network allowing the public to connect to the Internet to take a measure consisting in password-protecting the Internet connection, provided that users were required to reveal their identity in order to obtain a password and could not therefore act anonymously, so to prevent third parties from making a particular copyright-protected work available to the general public. In its analysis, the CJEU refrained from even briefly considering the protection of personal data. The balancing of interests test exclusively concerned the right to property versus the right to conduct business and the right to freedom of information. For the purposes of this article, the Mc Fadden judgment serves as a point de départ towards a critical assessment of the CJEU’s piecemeal approach in adjudicating the right to anonymity. The critical analysis shows that framing matters. The way in which the right to anonymity is shaped, differs when considered in what we call pure data protection cases (recently, e.g. in re Breyer and Tele2), and when balanced against other rights in mixed cases, in which the frame of adjudication is dictated by these other rights (e.g. in IP and ISP liability cases, in re Promusicae and Scarlet Extended). This article does not plan to defend the right to anonymity. It rather reveals that, while being unable to outlaw anonymity as such on the one hand, and facing increasing difficulties in justifying certain indiscriminate identification measures on the other, the Court engages in soft behavioural techniques of effectively nudging (incentivising) users out of the anonymous space, so as to eliminate the risky grey zone in which anonymous Internet users operate. Marginally, it also points to a differentiation between users’ content and metadata, and to the fact that while this differentiation is becoming less and less visible in data protection cases, its remnants retain a certain degree of relevance in mixed cases where the risks accompanying anonymity arise.

8 Ibid.
9 Esayas S.Y., The role of anonymisation and pseudonymisation under the EU data privacy rules: beyond the ‘all or nothing’ approach, in European Journal of Law and Technology, Vol 6, No 2, 2015.
10 Judgment of the Court (Third Chamber) of 15 September 2016, Tobias Mc Fadden v Sony Music Entertainment Germany GmbH, C-484/14, ECLI:EU:C:2016:68.
B. Anonymity as Privacy in the Mc Fadden Judgment

8 The Mc Fadden case represents a recent example of a mixed case – a category of disputes in which the right to privacy is invoked in the context of a litigation concerning another fundamental right (here, the right to property). Specifically, Sony Music asserted that its rights were infringed when its copyright protected work was made available on the Internet by Mr. Mc Fadden. Mr. Mc Fadden was an entrepreneur, who facilitated anonymous access to that network free of charge as part of his marketing activities. In re Mc Fadden, the Court avoided answering, or even indicating, what broader societal ramifications the proposed measure could provoke. However, the fact that the right to data protection and the right to private life of Internet users were absent in the balancing of interests test did not pass unnoticed. The injunction imposed upon an ISP consisting of the mandatory identification of all of a network’s users can unquestionably eliminate users’ anonymity. In that regard, AG Szpunar posited that the obligation to register users and retain their data is clearly disproportionate to the pursued goal – securing the legitimate interests of third parties – and that the means selected provoke serious reservations concerning the protection of the right to privacy and the confidentiality of communications. Similar arguments are echoed by a number of commentators, and the authors of this article, too, sympathise with these calls for caution. However, in order to expose the convoluted relationship of the right to privacy and the right to freedom of expression and information through the right to anonymity, we propose that we should not rush to decide that the judges’ reasoning is based upon an erroneous worldview or that it represents a technical error. As a starting premise, we intend to accept that, in this case, societal concerns can be given their due weight in the balancing of legitimate interests, without explicitly weighting the right to privacy. This will aid in illustrating that while facing persistent criticism of playing a “catch me if you can” game with technological advancements, regulating the online environment involves exploring interdependencies of privacy, speech and security as freedom mediators, in order to induce deliberate changes in a decision context, minimising the risk of human behaviour.

9 Primarily, two legal bases could be considered in parallel to ensure that such an identification measure – as proposed by the Court – works in accordance with law: (a) consent of the data subject; and (b) compliance with obligations to which the data controller is subject. First, measures could be implemented in such a way as to ask an individual to provide consent to data processing in order to access the Internet. Such technical measures can, for instance, consist of real-name policy requirements or of verification via an e-mail address, Facebook account, ID card or telephone number. The Court implies that it is the right to freedom of information which is solely affected here. If a data subject is not prepared to make this privacy trade-off, the right to freedom of expression and information would suffer considerably. As a general criticism, such framing appears excessively narrow, and the Court’s reassurance that an open Wi-Fi connection constitutes only one of several means of accessing the Internet is insufficient. In many people’s perception, it would not be a stretch to say that a data subject is coerced into surrendering a part of his or her privacy in exchange for exercising freedom of information. However, if multiple options to access the Internet exist, this exchange remains completely voluntary, and thus, compatible with a legitimate ground for data processing (Article 7(a) DPD). Such a situation would resemble requiring prior consent for the storage of cookies (per Article 5(3) of the E-Privacy Directive), where, if not consented to, many websites, including search engines, remain inaccessible to the Internet users, a practice widely tolerated by the European Union.
regulator. The decision whether or not this practice amounts to an interference with privacy rights, remains within the sole disposition of the decision maker. Moreover, the DPD itself and national data protection laws based upon its transposition already balance the fundamental rights at stake, and provide for mechanisms maintaining a certain equilibrium, by setting default data protection standards and safeguards. Therefore, if the human rights dimension is to be addressed with precision, it may be useful to centre the analysis around the effects of such a measure on the right to freedom of information.

10 Secondly, the injunction imposes a duty to process certain personal data on the part of the ISP. The ISP may choose not to provide a space for consent with data processing to its users. Consent is only one of several legal grounds for the processing of personal data, and it does not exclude the possibility that other legal grounds may be appropriate to consider in a given case. In that instance, Article 7(c) DPD prescribes that if national law enables the imposition of a specific obligation (here, for example, storing users’ IP addresses and external ports), the data processing can be said to be necessary for compliance with a legal obligation to which the controller is subject. An ISP is forced by law to implement certain identification measures, which triggers the scrutiny of its legitimate interests in the balancing test, especially the freedom to conduct business. The Court holds that where a measure consists of marginal changes to the exercise of the ISP’s activity, such a measure does not impact upon the essence of this freedom, even if the ISP cannot choose between multiple options to terminate or prevent infringement. Yet, noticeably, in re UPC Telekabel, if that ISP is left with more than one technical means to comply with an injunction (in addition to identification measures, the Court could, for example, consider limiting the type of communication passing through the Wi-Fi network), a domestic court must be able to exercise a secondary judicial review of a measure imposed on or implemented by the ISP. This leaves the balancing test interestingly unsettled, because the proportionality of a particular technical measure is assessed by a national court only a posteriori and only incidentally, with likely diverging outcomes. In our opinion, re Mc Fadden could be read in a similar fashion. The domestic court should ascertain whether revealing a user’s identity in order to obtain a password to access a communication network would prevent the users acting anonymously and dissuade them from infringing copyright via peer-to-peer platforms. At its core, given the differences in the identification measures contemplated, the national judge is supposed to assess the effectiveness (or the proportionality) of the relevant measure. The Court suggests that the eradication of users’ anonymity may ensure genuine protection of the fundamental rights at issue, and the national judge shall, in his or her turn, consider whether a particular identification measure is indeed capable of achieving the stated aim. This includes answering the question as to whether the implemented measure goes beyond what is strictly necessary. It seems that in the case, it is possible to pursue the second step of the proportionality analysis in the proceedings before the national court, ergo re-open the aspects of privacy protection, and in particular data retention, in the legal analysis. In the final part of the article, we propose a guideline by which a national judge can consider approaching this dimension and re-join the human rights analysis in his or her part.

11 In the proportionality analysis, the question of whether the measure is strictly targeted, and does not impact upon a fundamental right more than is necessary, is only answered vis-à-vis the right to freedom of information. No other rights are considered. This has much to do with the European courts’ view of the role of the Internet as a facilitator of the dissemination of information, which enhances new forms of social interaction and revolutionizes the public’s access to news. Therefore, the measure should, above all, not affect the possibility of Internet users to lawfully access information using the provider’s services, a goal which should, in principle, be satisfied by

Communications no consent will be required for non-privacy intrusive cookies (e.g. the history of shopping cart).

21 Notably, Recital 37 and Article 9 of the DPD.
22 Judgment of the Court of 6 November 2003, Bodil Lindqvist, C-101/01, ECCLI:EU:C:2003:596, para 82.
26 Judgement of the Court (Fourth Chamber) of 27 March 2014, UPC Telekabel Wien, Case C-314/12, ECCLI:EU:C:2014:192, para 57.
29 Husovec M., supra note xii.
31 Opinion of Advocate General Jääskinen delivered on 25 June 2013, Case C-131/12, Google Spain, ECCLI:EU:C:2013:424, para 121.
32 Judgment in Mc Fadden, ECCLI:EU:C:2016:68, para 93.
not terminating the connection or blocking any Internet site as a source of information. The right to information carries the risk of sharing or allowing others to share proprietary material of a third party or information of personal character; therefore, it necessarily involves a risk of fundamental conflict with the right to property, or the right to privacy. Such a conflict must be resolved in accordance with the idea of achieving a fair balance. This requires, in essence, assessing the problem of necessity, which the Court epitomizes through the notion of a targeted measure. If a measure does not block the transmission of lawful communication (e.g. due to the implementation of a system that inadequately distinguishes between unlawful and lawful content), the requirement of a strictly targeted measure is fulfilled. In view of the foregoing, the fact that the injunction does not restrict access to available online sources appears a critical point. The implementation of the identification measures can change many aspects of such service – from unprotected to protected, from secure to insecure, from anonymous to non-anonymous network – but does not block the transmission. One cannot know beforehand what a user’s true preference is, e.g. to log into an anonymous network. Each default situation carries the possibility of untargeted side effects, excluding one group from the use of the network. There may be users who would, in principle, never log into an anonymous or public network. Therefore, reversal of the situations does not necessarily interfere with the user’s freedom to choose (here, to use a particular service). The injunction is supposed to fulfil a dissuasive function of unlawful use of the provider’s services, and the Court appears to suggest that only secure and non-anonymous networks target such illicit use, and ergo, are proportionate to the aim pursued. In so doing, the Court pre-arranges the ground for testing the basic proportionality (see above). The acceptance that dissuasion does not in principle interfere with the lawful user’s autonomy of will could explain why the Court addressed only the right to freedom of information and the right to conduct a business. In our conclusion, we will debate how the lack of harmonisation concerning data disclosure rules and the dissuasive function, which the injunction assumes, leads the analysis to its denouement by a national court, possessing nation-specific information.

C. Privacy, Browsing and Chilling Effects

12 Outlining the arguments that we believe might underline the Court’s reasoning, reveals one notable argumentative lacuna that draws us away from the reductionist position. This lacuna is found in the Court’s failing to consider so-called chilling effects. The lacuna will have to be filled by the reasoning of a national judge. Chilling effects bring into the legal analysis what is, in part, an extra-legal consideration (the same way a lack of legal certainty, extensive interpretation of derogations, or the severity of punishment affect human behaviour), and can sometimes become more problematic from a human rights perspective than direct infringements or interferences. A deterrent effect manifests itself as a shared negative human feeling regarding the lawful exercise of a fundamental right and can amount to an unwarranted abrogation of that right, with respect to particular individuals, sensitive groups, or the general population.

13 Chilling effects only become visible if the analytical focus is detached from the direct unlawful interference and the letter of law. This requires a deeper understanding of: (i) the (meta)normative dimension of the interdependence of the relevant fundamental rights; and (ii) psychological, sociological, economic, and other factors that can influence the factual exercise of a particular fundamental right. Any understanding of the interdependencies is subject to the scope of analysis – what rights a judge is prepared to consider. It is a problematic, often perilous, trait of the balancing test to rightly identify the competing interests, not only of the litigants themselves, but also the broader interests that the litigants represent and those that

33 Ahmet Yildirim v. Turkey, Cengiz, App No, ECHR and Others v. Turkey, App No, ECHR, and further in Judgment in Mc Fadden, ECLI:EU:C:2016:68, para 92.
34 See e.g. Ashby Donald et Autres c France, App No 36769/08, 10 January 2013, ECHR.
35 Judgment in Mc Fadden, ECLI:EU:C:2016:68, para 98.
37 Schweizer M, supra note xvi, pp. 100-101.
38 Insecure public networks leave the Internet user to deal with several inherent risks (e.g. data theft), and discourage lawful exercise of the right to information.
40 Judgement of the Court in UPC Telekabel Wien, ECLI:EU:C:2014:192, and Judgment in Mc Fadden, ECLI:EU:C:2016:68.
they can further advocate. It does not always become explicit, which fundamental rights should be placed onto the balancing scale and weighed against each other; for instance, in re Delfi v Estonia, the landmark case concerning the role of the ISP in regulating anonymous speech on the Internet, the ECtHR did not deal with the ISPs’ freedom to conduct business, or in re Google Spain, notoriously known as the “right to be forgotten” case, the CJEU did not refer to a publisher’s right to freedom of expression, and denied any particular weight to Google’s freedom of entrepreneurship. Furthermore, as regards point (ii), the widely accepted understanding of law as a system of rules prescribing and governing human behaviour reveals why such factors matter in the analytical discussion: if a person comply with one rule, however, simultaneously, his behaviour thwarts the anticipated objective pursued by a second rule, the contradiction demands a resolution. The more limited the scope of the analysis is, the more difficult it is to detect the relevant impact on the other, co-existent, legitimate objectives. Sometimes only first exploring the extra-legal considerations (societal dimensions) reveal what fundamental rights it is specifically germane to address.

14 The mutual interdependence of the right to freedom of expression and right to privacy has been recognised by a number of authorities. Chilling effects constitute often-cited evidence of the existence of this relationship. However, this has not been the case with regard to the right to information, to which the Court confines its ruling. By examining the content of this right, several issues come to the surface: (i) the right to information covers both the right to impart and receive information (i.e. establishes a broad right to communication, both private and public); (ii) the right covers not only the information, but also the way in which the information is conveyed, ergo, it covers all means of communication; (iii) the right to information must be understood as a pre-condition of exercising freedom of expression in its narrow sense. What is the connection with the right to privacy? First of all, as regards the right to data protection, it has the distinctive feature of being both technologically and contextually neutral, it is applicable to personal data passing through all means of communication. Furthermore, it is clear that private communication is an inseparable component of the right to private life. The extent of Article 7 of the Charter corresponds to Article 8 ECHR; however, the word “communication” replaced the word “correspondence”, to cover the wide variety of means through which people nowadays communicate both privately and publically. However, if Article 11 of the Charter makes an apparent distinction between “information” and “ideas”, this differentiation makes it more difficult to accept that the chilling effects caused by an interference with the right to privacy could impact upon the right to information equally to the freedom of expression, conceived narrowly. If information, in contrast to ideas, bears the badge of being “impersonal”, “factual”, and supposedly “impartial”, the fact that the exercise of the right to information can be chilled by such interference is easily discounted. However, such a description is detached from today’s reality. In a world where users are stimulated to overshare their personal data and where the expression of public statements and private sentiments passes through the same communication means, imparting information (even if directed to a restricted group of recipients) potentially encompasses enormous breadth. To illustrate this, let us consider a few examples. Two interpretations of a single fact may appear on social
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media accounts in the following manner:

a) One third of stock market inventors believe that at least one country will leave the Eurozone in the next 5 years;

b) Two-thirds of stock market investors believe that all Eurozone countries will stay in the monetary union for the next 5 years.

An individual’s reaction to share (i.e. to immediately impart information that was just accessed) one of the two interpretations of a certain piece of information can depend on how that information is framed, and the preference to share one piece of information over another can reveal much about the individual’s political stance. Two Google searches could look like this:

a) Basic income doomed to fail;

b) Happy people; basic income; Finland.

Alternatively, two browsing paths could consist of the following steps/clicks:


The frame employed by a user, or the links the user clicks, can reveal much about his own interests, constituting a significant component of privacy. An aggregation of the imparted or accessed information can generate a representative overview of the individual’s political and other opinions.

The right to freedom of expression is not more susceptible to be affected by the chilling effects prompted by lawful interferences with privacy than the ‘mere’ right to information. Although more empirical data is needed as regards users’ browsing behaviour, similar observations were made with respect to decreasing traffic to or avoidance of several Wikipedia articles that raised privacy concerns in the post-Snowden era, such as those containing words like “jihad”, “al-Qaeda”, “suicide attack”, “Islamist”, or “Dirty Bomb”. Clearly, the ability to freely access information is as intrinsically linked to privacy as holding one’s opinions and expressing them. As the freedom of expression and right to information are both indispensable for “uninhibited, robust, and wide-open” debate and communication, understanding that chilling effects can occur with respect to each right equally is essential for future analytical purposes. In order to ensure the human rights dimension of the online environment, the right to freedom of expression and information should not be arbitrarily separated. It is perhaps only encouraging that the CJEU is not always oblivious to potential behavioural effects that an interference with the right to privacy might provoke. In DRI, it noted that: “the fact that data are retained and subsequently used without the subscriber or registered user being informed is likely to generate in the minds of the persons concerned the feeling that their private lives are the subject of constant surveillance”. It remains germane to ask what primary interferences with the right to privacy may trigger these effects. In legal terms, does an entitlement to exercise a particular fundamental right anonymously exist, and if so, under what conditions may such an entitlement be abridged?

**D. Anonymity on the Periphery of Fundamental Rights**

In attempting to construct a permission to enjoy particular rights anonymously as a right to anonymity, separable from the rights being enjoyed, one can be guided by the principle of equality before law. Fundamental rights stem from the doctrine of universality, and are conferred upon everyone on a non-discriminatory basis, regardless of origin. Alternatively, the right to anonymity can be said to stem from the principle of personal autonomy, as the ability to conduct one’s life in a manner of one’s choosing, as well as the freedom to make decisions,
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the freedom to act (including contractual liberty), the freedom to choose to be left alone, or the right to establish details of one’s identity as an individual human being. It is a principle that underpins the interpretation of all guarantees of the ECHR. However, both constructs appear challenging; first of all, the right to anonymity per se does not find its legal basis in the current lex lata – neither universality nor autonomy can be neatly reduced to anonymity. Secondly, there exists a strong dialectical relationship with a number of recognised fundamental rights (the right to assembly, freedom of religion, freedom of thought, freedom of expression and freedom of association); it stands in a position, from which it potentially overlaps with several of these rights simultaneously. Therefore, it is difficult to grant anonymity the benefit of a separate positive right sui generis. With this criticism in mind, it is proposed to view the right to anonymity as a right that potentially dwells within the penumbra of other rights. Several of the Court’s judgments as well as recent EU policy and legislative decisions and more traditional policies of the Member States endorsing real name identification requirements preclude a contrary view. These measures on the one hand, and advocating restrictive positions on the compulsory identification of users accessing the Internet or using encryption technologies on the other, leave policymakers with a complex political problem. Anonymity makes for a malleable phenomenon, the risks and benefits of which are, in turn, accentuated and depreciated vis-à-vis a particular policy objective. For example, the Commission’s latest proposal to review the Anti-Money Laundering Directive avows that in the context of virtual currency markets, anonymity is rather a hindrance than an asset and calls for the identification of users of virtual exchange platforms and custodian wallet services.

A similar trend is indicated by the adoption of the Directive on the Passenger Name Record Data. Also, traditionally, at the level of the Member States, mandatory identification measures relate to many private or public law areas such as hotel guest registration, company ownership, or real estate purchase publicity. On the other hand, concerns about de-anonymization and re-identification of data sources persist, and are considered a serious obstacle to an EU-wide data-driven economy.

19 The core, as opposed to the penumbra, of a fundamental right, is generally constructed as an absolute limit to balancing. It customarily refers to certain important elements that together constitute the very substance of the right. If the core of a fundamental right is to be preserved, the balancing test should not touch upon these elements. However, the situation with the right to data protection and right to private life is rather more entangled. One can sense a certain paradox in stating that a freedom to choose whether to be identifiable, identified or to remain in anonymity, does not constitute the core of the right to privacy, notably if one conceives that: (i) anonymization is the strongest form of data protection (anonymised data are not considered personal data); and (ii) Article 7 of the Charter centres around personal autonomy, i.e. prevention of the use of the financial system for the purposes of money laundering or terrorist financing and amending Directive 2009/101/EC (COM(2016) 450 final).


78 On the essence of fundamental rights, see Brkam M., In search of the concept of essence of EU fundamental rights through the prism of data privacy, Mastricht Faculty of Law Working Paper 2017-01, pp. 13 to 15.

79 There are instances when the Court interpret the core of a fundamental right as a very possibility of exercising of the right (“being carried out as such”), in Judgment of the Court of 20 May 2003 Österreichischer Rundfunk u.a., C-465/00, ECLI:EU:C:2003:294, at 49). Nonetheless, at other instances, the court avows that if the wording of the Charter does not suggest that the right is inviolable (such as in contrast the right to life), there is no reason that to absolutely protect such a right (Judgment of the Court of 16 February 2012, SABAM, C-360/10, ECLI:EU:C:2003:294, at 41). Also, similarly to Article 17 ECHR, which states that the ECHR may not “be interpreted as implying for any State, group or person any right to engage in any activity or perform any act aimed at the destruction of any of the rights and freedoms set forth herein.”

80 See Commentary of the Charter of Fundamental Rights of the European Union. ECHR too places personal autonomy
freedom *largo sensu*, including making decision about whether to remain anonymous or what information concerning an individual should be anonymised. However, these points appear mutually self-reinforcing, and if they should validate the position of the right to anonymity within the core of the right to privacy, the tautology would deprive the latter of any specific essence or periphery with respect to data protection (*a contrario* to Article 52(1) of the Charter, and *ad absurdum* all personal data could belong to the core of the right to privacy and any de-anonymization of any data would violate the core of the right). The Court’s earlier jurisprudence suggests that the object of the right to privacy is, *inter alia*, a bundle of personal data, of which some belong to its core and some do not. Both rulings in *res DRI* and *Schrems* upheld the classic metadata/content distinction. Balancing *per Article 8(2)* of the Charter, guided by the Member States’ discretion (*Article 5(2)* DPD), could determine which data belongs to which category. An individualised approach is required, while in particular, data sensitivity and the public interest in obtaining specific information must be taken into account. In this respect, the essence of the right to private life has, *inter alia*, been found in the impermissibility of such derogations and limitations to the protection of personal data that would allow for accessing the content of electronic communications on a generalised basis in light of the objective of securing public protection. More recent judgements, however, seem to depart from this position. The Court started to recognise that just because particular data processing concerns metadata (such as the name or IP address of a user, information on the periphery of the right to privacy)

under the scope of the right to privacy *per Article 8 ECHR (Kalacheva v. Russia, App No 3451/05, 7th May 2009, Tysiac v Poland, App No 5410/03, 20th March 2007, para 107 or Munjaz v the UK, App No 2913/06, 17th July 2012, para 80).*  

81 For a long time, other scholars have argued that systematic collection of traffic data affects the inviolable core of the right to privacy (*e.g.* LIBE Committee Inquiry on Electronic Mass Surveillance of EU Citizens Hearing, European Parliament, 14 October 2013, Statement by Professor Martin Scheinin (EUI), former UN Special Rapporteur on human rights and counter-terrorism).  

82 See e.g. Judgement of the Court of 29 January 2008, Promusicae, Case C-275/06, ECLI:EU:C:2008:54, para 70. The Court insisted on the need to interpret the DPD and E-Privacy Directive so as to allow a fair balance to be struck between the various fundamental rights protected by the EU legal order.  

83 Judgment of the Court of 24 November 2011, ASNEF, Cases C-468/10 and C-469/10, ECLI:EU:C:2011:777, para 47.  


85 Judgment of the Court (Grand Chamber) of 6 October 2015, Schrems, C-362/14, ECLI:EU:C:2015:650, at 94.  

as opposed to content, it cannot be automatically concluded that such processing is permissible. In *re Tele2*, the Court noted that the relationship could be far more complicated and meaningful. This accompanied a realisation of the potential for data identification that is accessible in today’s Internet architecture (*re Breyer*). If ISPs are required to trace and identify the source of a communication and its destination, to identify the date, time, duration and type of a communication, to identify users’ communication equipment and its location, the retained data has the potential to describe with precision the private life of individuals concerned (“everyday habits, permanent or temporary places of residence, daily or other movements, the activities carried out, the social relationships of those persons and the social environments frequented by them”). It follows that metadata, or at least in bulk, is no less sensitive than the actual content of communications. As such, it is the authors’ view that the core or periphery of the right to privacy can be determined upon evaluation of the relationship between nature of the information relating to a person and the exercise of that person’s autonomy in relation to that information.

20 In *re Coleman*, AG Maduro posited that the value of personal autonomy (underlying the principle of equality) dictates that “individuals should be able to design and conduct the course of their lives through a succession of choices among different valuable options”. As such, the exercise of autonomy requires an array of relevant options from which to choose. To be anonymous is certainly an expression of personal autonomy; it is a means of exercising a particular fundamental right. Indeed, there are other (equivalent) means of such exercise, each arising from the personal autonomy of individuals and protected under the principle of equality, unless such would amount to an abuse of law or would constitute an interference with other fundamental rights. The word “*means*” is key here. Means do not operate alone, but their character and importance must be determined with regard to upon what actions or information they are exercised. Any such means, expressions of autonomy, including

86 Also, in the words of ECHR: “[A]lthough freedom of expression and confidentiality of communications are primary considerations and users of telecommunications and Internet services must have a guarantee that their own privacy and freedom of expression will be respected, such guarantee cannot be absolute and must yield on occasion to other legitimate imperatives, such as the prevention of disorder or crime or the protection of the rights and freedoms of others.” K.U v Finland, App No 2872/02, 2nd December 2008, ECHR, para 49.  


88 Ibid.  

anonymity, could be then found on the periphery of a fundamental right. However admittedly, interfering with some means could pose a significant obstacle to the exercise of a fundamental right as a whole, and consequently impact upon the core of that right. To verify the impact, the wording of Article 52(1) of the Charter would dictate that any limitation, for example, of the right to anonymity, must be provided for by law, be proportionate, necessary and genuine objectives of general interest recognised by the EU or by the need to protect the rights and freedoms of others. In this sense, the autonomy of some could trump the autonomy of others (as was the case, for example, in re Österreichischer Rundfunk, where it was held that public access to information must be accorded priority over contractual freedom, or in re Google Spain, where it was held that the data subject’s rights override, as a general rule, the interest of Internet users to access information).

21 Is it important to weigh the right to anonymity separately as a tenet of the right to privacy in any human rights analysis concerning anonymity? Yes. Such analysis helps us to reveal the relationship between the identification data and other information at issue, some of which could belong to the core of the right to privacy. This could also clarify the significance of the data at issue in respect to other fundamental rights (for example, the freedom of expression). EU law is sometimes explicit about the relationship: processing of personal data under Article 8 DPD (e.g., concerning political opinions, religious or philosophical beliefs), represents the only data processing that a Member State is allowed to exclude in a categorical and generalised manner, without the need to balance competing interests. Personal data under Article 8 DPD can be processed only consensually or anonymously. This also has consequences for the right to freedom of expression. Political expression of any kind and debate of public interest benefit from the widest protection; there is very little room left to justify restrictions on political expression, unless the latter amounts to incitement to violence. Nonetheless, to establish the existence of an interference with the right to privacy, it does not matter whether the information in question is sensitive. Such interdependences explain why the chilling effects on the exercise of the right to freedom of expression and information (occurring through the interference with the right to privacy) only become relevant to consider when both rights are present in the analysis. If the balancing test is concerned exclusively with the primary infringements of the right to privacy, and the right to freedom of expression and information does not directly suffer, the chilling effects remain indiscernible in the analysis (e.g. in case of surveillance). A contrario, if the primary infringement only affects the right to freedom of expression and information, the subtle role of personal autonomy (understood as a tenet of the right to privacy) risks to stay unappreciated. This poses legal dilemmas, especially in the adjudication of ISP liability cases, where additional fundamental rights must be factored into the balance (usually the freedom to conduct a business per Article 16 of the Charter, the right to property including IP, protected by Article 17 of the Charter, and the right to a remedy guaranteed by Article 47). Juggling three or more fundamental rights simultaneously requires a robust methodology, or it may risk overlooking a particular two-sided balance. Although weighing several competing interests gives the state the benefit of a wide margin of appreciation, the mechanism of fair balancing must be carried out individually, on the basis of a context-dependent analysis. In this respect, the Court’s case law has proceeded with interesting evolutionary dynamics. In our account, the dynamics can be epitomised by the following phases:

22 (i) first, the Court established the legal framework for the imposition of an injunction per Article 11 of Directive 2004/48. Following this framework, as a measure designed by national law, in light of the principle of proportionality, and within the prescribed confines (Article 6 and 15(1) of the E-Commerce Directive, Article 2(3) and 3 of Directive 2004/48) must be effective and dissuasive in nature. The eBay ruling, above all, modelled a particular procedure for complex balancing, which allows for factoring many conflicting interests and fundamental rights into ISP liability cases;

23 (ii) the Court subsequently rejected injunctions, which involve measures combining systematic content analysis and processing of information connected with users’ profiles or IP addresses, 98
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i.e. personal data which, in principle, allows those users to be identified.\(^{102}\)

24 (iii) thirdly, the Court emphasised that a targeted injunction must seriously discourage only illicit behaviour. An example would be a prohibition imposed on an ISP to allow users to access a particular website.\(^{103}\) The reasoning of the Court gives the impression that the Court does not prescribe that casting such an injunction must entail consideration of the right to privacy by default;\(^{104}\)

25 (iv) finally, the Court held an injunction permissible, which dissuades the users from wrongdoing by identifying them.\(^{105}\) As follows from (ii) and (iii), such a measure is targeted, if no communication content is directly analysed or blanketed monitored by an ISP. Again, in this instance users’ interest in privacy has not been taken into account.

26 These phases indicate that ISP liability cases continue to be pre-occupied with the “old” content/meta data differentiation, making it relatively easier for a judge to place a final relational operator within the confines of the balancing test. Disabling anonymity certainly represents a viable alternative to enhanced content monitoring,\(^{106}\) and as such, can eliminate certain doctrinal troubles with human rights dimensions. However, if a judge pursues the analysis through the unbecoming content/meta data dichotomy, and starts considering metadata (identification data) as something “merely” on the periphery of the fundamental rights, he or she becomes less concerned with the potential risk of neglecting related privacy and autonomy issues in a given case. There is a subsequent danger that the scope of the court’s analysis is disproportionately narrow.

E. ISPs, the Identification Potential of Data and Data Disclosure

27 Historical experience has confirmed on numerous occasions that if a bearer of fundamental rights fears the legal, societal, or other ramifications of an exercise of these rights, he may find himself taking part in an uneasy decision between self-incrimination and self-censorship.\(^{107}\) In other words, the right holder suffers from a chilling effect. In legal terms, a bearer of fundamental rights exercising this right within the confines of the law, may fear that the effect of such an exercise might either result in discrimination\(^{108}\) or arbitrariness on the part of law enforcement. From the human rights perspective, it should in principle not matter whether chilling effects constitute a long-term phenomenon or, as certain research suggests, that this effect may fade away due to a growing insensitivity vis-à-vis a particular subject or practice.\(^{109}\) Consensual data processing can mitigate the chilling effects to a certain extent; however, only if consent is informed and only if other equally valid choices are left for a decision maker (user) to take. Informed consent aims at eliminating an information asymmetry between a data controller and a data subject,\(^{110}\) which means that the data subject should know when and to what data processing the consent is given, including an eventual data disclosure under national laws. At the same time, informed consent would not be enough if a data subject is deprived of valuable options (means) that would undercut his or her autonomy.\(^{111}\)

28 To justify the interference with the right to information, the Court notes that a Wi-Fi network is only one of the possible ways to access the Internet. Nonetheless, in AG Szpunar’s view, Wi-Fi networks are special in the sense that they offer “great potential for innovation”.\(^{112}\) It is therefore at least debatable whether an open public Wi-Fi or a home VDSL are equally valuable options for the exercise of the freedom of expression and information. Yet, if the main concern of personal data protection is a large-scale processing by mechanical, digital means, in all its varieties,\(^{113}\) the analysis of the chilling effects should also be confined to this frame. Hence, while the Mc Fadden ruling and the national judgment that followed suit, thus far represent the only cases concerning such identification measures, the availability of choices (secured vs. unsecured networks) will eventually depend on how frequently copyright holders protect their rights via such

\(^{102}\) Supra note c.
\(^{103}\) Judgement of the Court in UPC Telekabel Wien, ECLI:EU:C:2014:192, para 42.
\(^{104}\) Ibid, para 47.
\(^{105}\) Judgment of the Court in Mc Fadden, ECLI:EU:C:2016:68.
\(^{107}\) See also joint dissenting opinions of Judges Sajó and Tsotsoria in Delfi AS v Estonia, ECtHR judgment, notably para 3 and 14.
\(^{109}\) Opinión de AG Bobek in Rīgas satiksme, ECLI:EU:C:2017:43, para 95.
\(^{111}\) Opinion of AG Maduro in Coleman, ECLI:EU:C:2008:61, para 11.
\(^{112}\) Opinion of AG Szpunar in Mc Fadden, ECLI:EU:C:2016:170, para 149.
\(^{113}\) Opinion of AG Bobek in Rīgas satiksme, ECLI:EU:C:2017:43, para 95.

---

*What Does It Matter Who is Browsing?*
means, and how many ISPs are forced to discontinue their services due to the costs of compliance with data protection requirements. The important implications of that are that a single infringement occurring within a particular communications network is sufficient enough to justify an injunction per Article 8(3) of Directive 2001/29, or Article 12(3), of the E-Commerce Directive.

However, from the perspective of chilling effects, it could appear more dangerous to impose an obligation upon an ISP to identify all of the network’s users without the consent of the latter, following Article 7(c) DPD. For such an obligation to apply, it must be imposed by a law that unequivocally allows for its imposition and which, on its own, complies with data protection requirements, including the requirements of necessity, proportionality and purpose limitation. Post re Mc Fadden, the proportionality of the legal obligation to collect and retain certain personal data must be tested by the judiciary, otherwise non-consensual automatic processing is inconceivable. The Court does not consider which data in particular should be collected and retained. As such, a question must be posed in relation to the principle of data minimisation per the DPD. In this respect, it is important to note again that the contemplated identification measures should accomplish a dissuasive function. Dissuasion should be effective to such an extent as to ensure that fundamental rights would no longer be violated. From the view of basic proportionality, this could only be done by requiring such identification data as would be strictly necessary for the purposes of initiating a judicial proceeding. Only such identification measures, which substantially facilitate and enable the enforcement of infringed rights, would effectively dissuade potential infringers from future infringements. Because the data required to initiate court proceedings differs among the Member States, the national court must establish that the identification measure does not go beyond these data requirements. As such, assessing basic proportionality could be a mere technical issue, devoid of further judicial considerations. Further, it is important to note, as the Court did in re Promusicae, that the E-Privacy Directive, the E-Commerce Directive and Directives 2001/29/EC and 2004/48/EC do not oblige the Member States to impose an obligation to disclose in order to ensure effective protection of copyright. Hence, in the proportionality analysis, the obligation to identify Internet users, i.e. to collect and retain personal data, must be decoupled from the obligation to disclose, as a potential secondary legal obligation imposed upon an ISP.

Although the obligation of confidentiality of personal data can be restricted under the E-Privacy Directive for the protection of the rights and freedoms of others (such as in the context of civil proceedings), it is a matter of national law to provide a legal basis for a data disclosure. In this framework, data disclosure functions in the same manner as any other data processing; it must comply with the robust procedural scheme applicable to the obligation to process personal data in general. This means a fair balance must be struck between multiple competing interests by taking due account of the principle of proportionality. A fair balance cannot be struck, if a request for data disclosure is not substantiated and does not follow a legitimate interest. In addition to this, further safeguards must be provided: evidence of an infringement must clearly exist, information must be deemed important for the investigation, and due process must be guaranteed. Undoubtedly, an interest of a (IP) right holder to sue an infringer for damages can be qualified as legitimate. If a national law allows for data disclosure to protect right holders’ interests in effective law enforcement, and such disclosure follows the prescribed procedural framework, which is appropriately balanced, EU law does not preclude such national legislation (re Bonnier). This multiple (though repetitive) procedural reasoning (at entry – data collection, data retention and at exit – data disclosure) should, in principle, guarantee that any interference with the right to privacy would bring a meaningful result after balancing. Nonetheless, if the effectiveness of identification measures is
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evaluated only on the basis of the inevitability of prosecution and punishment of infringement of third parties’ rights, assessing basic proportionality, although repetitive, appears to be an a priori solved problem. Secondly, there is the problem of data retention period. The idea is that personal data should in principle not be retained for longer than necessary in relation to the purpose for which they were collected or for which they are further processed. The period for which personal data can be stored must be limited to a strict minimum, and systems should be designed by default to minimize the retention period of personal information (Recital 39 of the Preamble and Article 25 of the GDPR). If the purpose of the data processing is to deflect the users from potential wrongdoing, by giving an effective possibility of initiating criminal proceedings, then the data retention period should in theory last until time for such initiation objectively lapses under national law. The data retention period is not tailored in accordance to the severity of wrongdoing, if an objective limitation period applies. However, an obligation to disclose data is not limited to a particular type of wrongdoing – let’s say copyright infringement. If the permissible data retention period is not proportionately limited to the severity of the wrongdoing, but it is set objectively in accordance with the dissuasive function of the injunction – as considered by the Court – there is a risk of unjustified interference with the right to data protection. In ten years’ time, new technologies can make use of current data, mandatorily stored by and ISP, in a way no one can predict. Consider only that a few years ago, that facial recognition technology was in many ways a vision of a distant future. Today, for example, every photo ever stored on a social media platform has the potential to be used for face recognition purposes. Such foresight and risk assessment of potential data uses should appear in the balancing exercise.

31 If an ISP is served with an order to secure its network and national law provides for a duty to disclose identity in court proceedings, an ISP becomes a part of the law enforcement framework. Different injunctions can be served, requiring the processing of different personal data with respect to different ISPs, together making it reasonably easy to establish “the author of the crime” in criminal or civil proceedings. This is an inherent consequence of the Internet’s architecture with its cascade structure: mere conduit (Article 12); caching (Article 13); and hosting (Article 14 of the E-Commerce Directive). As such, even if ISPs would benefit from a differentiated and graduated approach with regard to their liability, and corresponding to the robustness of their services, the effective identification of the individual concerned faces shrinking technological hurdles. AG Szpunar warned that “any general obligation to identify and register users could nevertheless lead to a system of liability applicable to intermediary service providers that would no longer be consistent with [Article 15 of the E-Commerce Directive]”, a big leap away from the ISPs’ neutrality principle. In the online realm, it matters little at what level of the Internet architecture an interference with the right to anonymity appears. Effectiveness is the creed, and as the principle of proportionality dictates, the procedural rules should be designed in such a way that the court actions concerning ISP’s activities could prevent and rapidly terminate any impairments of third parties’ interests. Article 8 of Directive 2004/48, in particular, provides for right of information with regard to potential infringement of an IPR, handled via a court order, although no prejudice shall be made to protection of confidentiality of information sources or the processing of personal data. This requires simultaneous compliance with the right to information and the right to protection of personal data. It is now clear that an unlimited refusal to provide information on the basis of data protection of a third party, frustrates the right to information, and as such infringes the right to an effective remedy and the right to intellectual property. Against all this pressure, the right to defend one’s self, guaranteed under Article 48 of the Charter must continue to play an important part.

32 The Court’s approach may look odd considering that there is no specific EU legislation prescribing
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mandatory retention of data for the purpose of enforcement of copyright in the online environment. As mentioned earlier, nation-specific information is needed to fill the final gaps; particularly as regards data retention, disclosure, and initiation of court’s proceedings. Leading the proportionality analysis of identification measures enforced upon ISPs could then have the character of a mere technical exercise. However, a national judge can also fill other important lacunas left by the Court. The Court’s dictum suggests the national judge must assess whether the injunction served upon the ISP would effectively work in the desired dissuasive manner. It does not finally prescribe the manner in which the judge should lead their analysis, and determine whether the contemplated measure goes or does not go beyond what is strictly necessary. The analysis can be more than technical as a matter of course. This would require the abandonment of the formalistic understanding of the basic proportionality test, and the allowance of important extra-legal considerations arising from social, economic, political, and psychological particularities of each Member State. It is also possible to read this interpretation from the aim at which such an analysis should arrive, which is (soft) behavioural - “dissuasive” by nature. The national judge’s role could then be prognostic, normative and diagnostic - “dissuasive” by nature. The national judge’s role analysis should arrive, which is (soft) behavioural-

dissuasive - “dissuasive” by nature. The national judge’s role

could then be prognostic, normative and diagnostic at the same time, and ready to answer:

- how many local ISPs could be affected by such injunctions involving identification measures sought by third parties protecting their rights, and how many local ISPs could be compelled to discontinue offering communication networks due to mandatory compliance with the local data protection laws;

- what is the general level of trust of citizens towards law enforcement, local ISPs or IT security in a particular sector, and what is the general level of privacy awareness;

- how difficult would it be to enforce the rights of right holders against alleged infringers, and what legal guarantees individuals whose data can be disclose dispose of under national law; or

- what role open Wi-Fi networks play in meaningful local civic participation, and could a

fragmentation of political and social discussions occur?

33 These aspects differ dramatically from one Member State to another. Although the analysis of the national court will proceed with strong influence from the CJEU, significant room is left for a fully-fledged nation-specific contextual examination. The Court acknowledged on a previous occasion that putting a complete end to the infringements of rights is an impossible goal to attain; in re Mc Fadden, the Court perhaps believed that by switching the default rules, there would be less space to circumvent the law in one way or another and achieve the stated goal. However, targeting by dissuasion and chilling effects are very difficult, perhaps impossible, to reconcile. Dissuasive techniques are designed to constrain people’s choices; mutatis mutandis, personal autonomy would have difficulties in finding its place in the analysis.

F. Conclusion

34 Arguments have long been heard that chilling effects represent an overstated legal argument, an ephemeral phenomenon, and that the procedural guarantees developed by the CJEU are sufficiently strong to protect both the interest in privacy (autonomy) and the interest in open communication and discussion. However, a stream of cautionary cases arose out of specific political and economic circumstances, for example, during the Cold War period. More recent examples include the Schrems case. These moments will come again, in a different form. To preserve the guarantees developed by the procedural scheme of human rights, relying on the habitual insensitivity developed by users as a justification for the reductionist analytical frame, does not seem the correct road to travel in this regard. Nor is the blind search for maximising security and efficiency in the online world.

35 Turning away from the reductionist position, any analysis should acknowledge that at the confluence of the right to private life and freedom of expression, the right to anonymity plays a role in the “cartelization” of the two rights in the online environment. It means that, under certain factual circumstances, concurrent interference
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and remedies could be envisaged with respect to the two rights in question. Hence, strengthening or weakening anonymity in the online world affects the right to private life and freedom of expression and information simultaneously, and in the balancing exercise, these rights reinforce each other. Reductionism does not accommodate human rights in their full breadth. Therefore, one must not only recall that upholding anonymity, legally and technologically, bears the risk of unaccountable free speech, and renders the protection of the rights of third parties ineffective. To the same extent, curbing one’s privacy by imposing mandatory real-identity measures, outlawing end-to-end encryption, and proliferating surveillance technologies, can severely deter an individual from the legitimate exercise of his or her right to freedom of expression and information. One must also recall that, with respect to the balancing test, the ECtHR has held that the diversity in practice among Member States as to the weighting of competing interests of respect for private life and freedom of expression calls for a wide margin of discretion, a doctrine embodying the proportionality principle, and the national judge should be rightly called upon to exercise such discretion. This article argued against a purely technical reasoning, bound to lead to dismissive stance concerning extra-legal considerations, and suggested taking chilling effects seriously. Multi-level analysis of the interdependence of human rights against the backdrop of individual Member State particularities may constitute a starting point in any attempt to guide national judges in the latter direction.
