A. Introduction

The data collection by the NSA and other secret service organizations is part of a broader trend also known as Big Data, in which large amounts of personal data are being collected by means of cameras, telephone taps, GPS systems and Internet monitoring, stored in large databases and analysed by computer algorithms. These data are then aggregated, used to create group profiles and analysed on the basis of statistical relationships and mathematical patterns. Subsequently, the profiles are used to individualize persons that meet a certain pattern or group profile. This technique, called profiling, is used for a growing number of purposes, such as in the fight against terrorism, in which a person may be monitored or followed when he (in whole or in part) meets a certain profile (for example, male, Muslim, Arab origin and frequent trips to Yemen). Similarly, banks and insurance companies rely on risk profiles of customers to take certain decisions, and Internet companies like Google and Facebook use such profiles for advertising purposes. For example, if a person fits the profile “man, university degree, living in London”, he might get an advertisement for the latest Umberto Eco book or for an apartment in one of the richer suburbs.

In such processes, there is basically no demarcation in person, time and space, as simply everyone could be subjected to them. Data collection and processing do not start after a particular ground or reason has arisen, but the value and use of the information will only become apparent at a later stage. The gathered data are often meta-data – regarding the length of and participants to a telephone call, for example – but this often does not regard the content of the communication. Meta-data can be compared to the information visible on an envelope in the ordinary mail, such as the addressee, the size and the weight and possibly the sender. These data traditionally do not fall within the realm of privacy and the secrecy of communication. Still, through the use of modern techniques, these data can be used to generate increasingly detailed profiles. Thus although they are not privacy-sensitive data initially, they may become identifying data at a later stage. In addition, the collected data are not linked directly to one person, but they are used to generate
Although it is clear that European citizens cannot challenge the activities of the US National Security Agency (NSA) as unveiled by Edward Snowden, Big Brother Watch and others have filed a complaint against the United Kingdom for similar practices by its secret services under the European Convention on Human Rights (ECHR), specifically Article 8, which holds as follows:

1. Everyone has the right to respect for his private and family life, his home and his correspondence.

2. There shall be no interference by a public authority with the exercise of this right except such as is in accordance with the law and is necessary in a democratic society in the interests of national security, public safety or the economic well-being of the country, for the prevention of disorder or crime, for the protection of health or morals, or for the protection of the rights and freedoms of others.

In a reaction, the European Court for Human Rights has asked the parties to respond to three questions: (1) Can the applicants claim to be victims of a violation of their rights under Article 8 ECHR? (2) Have the applicants done all that is required of them to exhaust domestic remedies? (3) If so, are the acts of the United Kingdom intelligence services in relation to the collection and processing of data in accordance with the law and necessary in a democratic society? This article will try to answer questions (1) and (3) by assessing three general points. Does the complaint fall under the scope of Article 8 ECHR *ratione personae*, meaning have the applicants suffered from any personal damage? Does the complaint fall under the scope of Article 8 ECHR *ratione materiae*, meaning do the practices complained of constitute an infringement with the right to privacy? And if so, what would the likely outcome be in relation to whether the infringement was necessary in a democratic society; that is, how will the Court balance the right to privacy with the need for security? Not discussed are the questions related to the exhaustion of domestic remedies and to the matter of whether the governmental practices are “in accordance with the law”.

Although this complaint functions as the central theme, the findings will be extrapolated to the current development of Big Data. The general conclusion will be that, currently, the right to privacy is based on the individual and his interests in a threefold manner: (1) It provides the individual with a right to submit a complaint about a violation of his privacy, (2) It provides him with protection of his personal interests, related to human dignity and personal autonomy. (3) In concrete circumstances, a privacy infringement will be judged on its legitimacy by balancing the individual with the societal interest, for example related to security. Subsequently, it will be argued that the new developments of Big Data, of which the NSA affair is a shining example, bring the following results: (1) it is increasingly difficult to demonstrate personal damage and to claim an individual right, (2) the value at stake in this type of process is a societal rather than an individual one and (3) the balance of different interests no longer provides an adequate test to determine the outcome of cases. Finally, some modest alterations of the current paradigm will be proposed.

B. Right of complaint

When drafting the ECHR, the authors of the Convention chose to link the right to petition only to a limited extent to the individual and the protection of his interests. Under the ECHR, there are two complaint procedures, one for inter-state complaints and another for individual complaints. In an inter-state procedure, it is not the personal interest of the applicant that is assessed, as the applicant state is not itself harmed in any way, nor that of anyone else, but the general quality of the actions and laws of the government accused of a violation of the Convention as such. In such cases, the applicant state brings an action against another state out of the general interest of the country's population, often related to abuse of power; although the citizens of that country may obviously be affected by the policies and/or laws, their individual injury is not central to the Court's assessment.

Moreover, the individual right of complaint may be invoked not only by natural persons, but also by legal persons (excluding governmental organizations) and groups. Typical of the latter two categories is that again, no personal harm needs to be demonstrated. A legal person may be hindered in its (business) activities but cannot suffer personal injury or complain about a violation of its autonomy or dignity, among others. Again, in such complaints, it is usually the unlawful conduct of or the abuse of power by the government as such that is at the center of the Court's assessment. In addition, the legal capacity of groups to submit a case to the Court must be understood against the backdrop of the Second
World War, in which groups were systematically discriminated against and stigmatized. The authors of the Convention opened up the right to petition to a person or a group of people who want to stand up for the interests of a particular group without necessarily having suffered individually and specifically from the targeted practice that affect the group as a whole.

Finally, given the serious fear of an excessive flow of complaints by individuals, the authors of the Convention decided to introduce a two-step system, in which the admissibility of applications is first reviewed by the European Commission of Human Rights (a task which has been reassigned to a separate chamber of the Court since 1998), and is only afterwards assessed by the Court on the substance of the matter. Characteristically, individuals initially were allowed only to bring complaints before the Commission but not before the Court, even if their case was declared admissible by the Commission. Only the Commission itself or a Member State could decide to send the case for substantive assessment to the Court if they felt this was in the public interest.

The practice of the Court has however increasingly focused on complaints of individuals who can demonstrate their personal interest in a case. First, individuals have gradually been allowed to bring complaints directly before the Court. In addition, the other modes of complaint have been of (almost) no value. Since the entry into force of the Convention, only about 20 inter-state complaints have been filed. The possibility of a group complaint has been limited by the Court to the opportunity of different individuals, all of whom have directly and individually suffered from a certain practice, to join their cases, and the Court has ruled that, in principle, legal persons cannot rely on Article 8 ECHR. For example, when a church complained about a violation of its privacy by the police in relation to criminal proceedings, the Court found that

[The extent to which a non-governmental organization can invoke such a right must be determined in the light of the specific nature of this right. It is true that under Article 9 of the Convention a church is capable of possessing and exercising the right to freedom of religion in its own capacity as a representative of its members and the entire functioning of churches depends on respect for this right. However, unlike Article 9, Article 8 of the Convention has more an individual than a collective character.]

Although in recent case law, a less restrictive line may be discerned, in principle, the Court still requires the complainant to demonstrate that he has an individual interest and has suffered from personal injury, so that legal persons cannot rely on the right to privacy, or only to a limited extent.

A consequence of the emphasis on the individual interests and the personal injury of the complainant is that in abstracto claims, in which an applicant complains about a practice or a law as such, without it being applied or otherwise having an impact on the applicant himself, are declared inadmissible. This also holds true for the actio popularis or class action, in which a societal organization challenges a law or policy not from a personal perspective, but with an eye on the public interest. Finally, hypothetical complaints and a priori applications, in which the case regards a potential, future violation by the state, without any damage having occurred yet, are also declared inadmissible.

This brings an obvious problem with it for complaints related to large-scale data collections, whether they are initiated by secret services or by big Internet companies, since persons are often unaware that they have been filmed, followed by cookies or subjected to Internet monitoring and accordingly only few will file a legal complaint. Those who do will have trouble demonstrating any individual harm. In addition, the personal element in this type of data processing is increasingly moved to the background, as not one individual or a particular group is affected by the large-scale data system, but an unquantified number of people, and the information often regards meta-data. Moreover, whereas in classic privacy issues, such as a house search, the individual interest is fairly clear and delineated and is causally linked to the infringement, the individual damage resulting from data collection practices is often rather hypothetical, as the collection itself usually has little impact on the personal autonomy or dignity of an individual and the damage that could arise stems from the hypothetic possibility of, for example, a data breach or the abuse of the data by a future and malicious regime. Consequently, claims regarding Big Data processes will often have an abstract and hypothetical character.

To overcome these problems, the Court has been willing to accept a slight relaxation of the requirement of individual damage and personal interest. Regarding a presumed surveillance practice about which no insight was given by the secret services, the Court held that it is unacceptable that “the assurance of the enjoyment of a right guaranteed by the Convention could be thus removed by the simple fact that the person concerned is kept unaware of its violation.” Similarly, in some cases the Court has also been prepared to adopt a broader interpretation with regard to complaints about legislation authorizing surveillance practices, which is drafted in very broad and general terms. In these cases, the Court has determined that

[The mere existence of the legislation entails, for all those who might fall within its reach, a menace of surveillance; this menace necessarily strikes at freedom of communication between users of the postal and telecommunications services and thereby constitutes an interference by a public]
14 In similar fashion, the Court has stated in a case that the authorities were authorised to capture communications contained within the scope of a warrant issued by the Secretary of State and to listen to and examine communications falling within the terms of a certificate, also issued by the Secretary of State. Under section 6 of the 1985 Act arrangements had to be made regulating the disclosure, copying and storage of intercepted material. The Court considers that the existence of these powers, particularly those permitting the examination, use and storage of intercepted communications constituted an interference with the Article 8 rights of the applicants, since they were persons to whom these powers might have been applied.\(^{17}\)

15 Consequently, cases in which the plaintiff does not know whether he was subjected to a particular surveillance practice and has no chance to determine whether this was so, and cases in which a complainant is merely affected by a law by way of its all-encompassing scope, may be declared admissible by the Court under certain circumstances. Yet here, too, it must be plausible that someone was affected by a particular practice, that the applicant was part of a specific group of people designated in the law or had engaged in activities that could lead to monitoring and surveillance. Inter alia, no right to petition under the Convention is accepted on the basis of vague assumptions and references to mysterious clicking noises during phone calls, but it is accepted when the complainants are members of a group actively campaigning against nuclear missiles, from which a reasonable fear of active monitoring may be deduced.\(^{18}\) The Court therefore recognizes as matter of principle that to be granted a right of complaint, a “reasonable likelihood” must exist that the applicant has been subjected to a surveillance or monitoring practice.\(^{19}\) In such instances, the Court is prepared to hold that the applicants, even though they were members of a group of persons who were likely to be affected by measures of interception, were unable to demonstrate that the impugned measures had actually been applied to them. It reiterates, however, its findings in comparable cases to the effect that the mere existence of legislation which allows a system for the secret monitoring of communications entails a threat of surveillance for all those to whom the legislation may be applied. This threat necessarily strikes at freedom of communication between users of the telecommunications services and thereby amounts in itself to an interference with the exercise of the applicants’ rights under Article 8, irrespective of any measures actually taken against them.\(^{20}\)

16 In conclusion, it is uncertain whether claims about Big Data, such as the application of Big Brother Watch, will be declared admissible. In principle, there not only remains the requirement for an individual to demonstrate his personal interest, or at least the plausibility of individual damage; there also is a practical threshold for citizens who do not know whether they have been targeted by a particular practice, since, if there is no evidence indicating so, few people will take a matter to court. Even if this knowledge existed, and even if personal damage could be convincingly demonstrated, the practical use of such an individual right of complaint is still questionable. In a world where not only secret services and governmental organizations, but also large companies like Google and Facebook and even ordinary citizens, assisted by their smart-phones, can gather and process large amounts of personal data, it is likely that it will simply become undoable for a person to keep track of everyone who is in possession of his personal data, to assess whether they are using that data legitimately and if there is reason to believe this is not so, to seek justice through a legal procedure. With such structural and societal tendencies, it seems that the individual is as powerless as King Canute trying to turn the tide.

C. Scope of the right to privacy

17 Article 8 ECHR protects everyone’s private and family life, home and correspondence – in short, the right to privacy. However, in principle, it does not apply to large-scale data processing, which falls under what is called the right to data protection. To clarify the difference, reference can be made to the Charter of Fundamental Rights of the European Union from 2000, of which Article 7 provides that everyone has the right to respect for his private and family life, home and communications, and Article 8 holds as follows:

1. Everyone has the right to the protection of personal data concerning him or her.

2. Such data must be processed fairly for specified purposes and on the basis of the consent of the person concerned or some other legitimate basis laid down by law. Everyone has the right of access to data which has been collected concerning him or her, and the right to have it rectified.

3. Compliance with these rules shall be subject to control by an independent authority.\(^{21}\)

18 This right to data protection is separated from the right to privacy and is regulated primarily by the Data Protection Directive.\(^{22}\)

19 The Council of Europe, not to be confused with the European Union, has also issued an instrument for data protection: the Convention for the Protection of Individuals with regard to Automatic Processing of Personal Data.\(^{23}\) Mostly, the Convention and the Directive run along the same lines, the latter being
somewhat more elaborate. The Court has referred to both instruments in its jurisprudence and similarly, the Court has referred to the Charter of the EU to overthrow its earlier jurisprudence, from before 2000, on a number of important points. Since the accession of the EU to the European Convention of Human Rights, more and more synthesis has been created between the two fundamental rights instruments. This article will mainly refer to the Data Protection Directive, as it is seen as the more important of the two documents, though it must be stressed that most of the rules contained therein are also present in the Convention for the Protection of Individuals with regard to Automatic Processing of Personal Data.

Although on a number of points there is a clear overlap between the right to privacy and the right to data protection, there are also important differences. First, the background of both rights is quite different. Privacy in the sense of a separation between the private and the public sphere, the integrity of the body and the secrecy of communications has been a part of the constitutional order for ages. Privacy is mostly linked to the protection of private interests of the individual related to personal autonomy or human dignity, among others. Data protection, in contrast, is of more recent origin and was created primarily in relation to the use of large databases by governmental agencies. The rules were not so much linked to the protection of private interests, but to the fairness and quality of the data processing. Most of the rules could be qualified as principles of good governance: collect data only when necessary, store them in a safe and confidential manner, be transparent about it and make sure that the personal data are kept correct and up to date. With the latter principle, a clear demarcation between privacy and data protection can be drawn. These principles of fair and legitimate data processing may require gathering more, not less, personal data, a rule which is difficult to reconcile with privacy rights.

As another difference, reference can be made to the fact that data protection is predominantly directed at private parties and horizontal relationships; especially security-related data processing by state and governmental agencies is often excluded from the scope of data protection acts. This is different for the protection of privacy, especially under the European Convention of Human Rights, with regard to which citizens can only complain about the conduct of states.

Perhaps the most important difference lies in the material scope of the right to privacy under Article 8 ECHR, which is linked to the protection of personal interests such as human dignity, individual autonomy and personal freedom, and consequently, its scope does not extend to the collection of non-private and non-sensitive data: “[P]rivate life does not necessarily include all information on identified or identifiable persons. However, data protection covers exactly this information. This wider scope results from the definition of personal data in the Data Protection Convention and the Data Protection Directive.” The term “personal data”, central to the Data Protection Directive, is not limited to private or sensitive information but extends to any data with which someone could potentially be identified. “Even ancillary information, such as ‘the man wearing a black suit’ may identify someone out of the passers-by standing at a traffic light.” Consequently, the Data Protection Directive not only regards the protection of personal interests of specific individuals, but also, and perhaps primarily, lays down procedural safeguards and duties of care for data processors.

Despite the significant differences between the two rights, the Court has increasingly recognized a number of the principles underlying the Data Protection Directive under the ECHR, specifically the right to privacy, by stressing (among other things) that the collection of personal data, such as transcripts of telephone conversation, photographs, hospital records and bodily material, also falls under the scope of the right to privacy. In addition, the Court has determined that there should be a legitimate ground for processing personal data, that processors should be cautious about transferring personal data to third parties and that where possible, personal data should be deleted when they are no longer relevant to the purpose for which they were collected. Every one of these principles are core values underlying the Data Protection Directive. Finally, the Court has determined that the Member States to the Convention have a positive obligation to lay down adequate data protection rules in their national legislation.

Nevertheless, the Court retains the position that for a case to fall under the scope of the right to privacy, there should be a link to personal interests, such as an infringement of an individual’s dignity or autonomy. Consequently, if a limited amount of personal data is stored, if a dataset contains only trivial information such as names and addresses, or if the data collection must be regarded as a common and standard practice in the European Union, it is usually declared to fall outside the scope of the right to privacy. Moreover, the Court has held that if data are collected in public and are not stored, or are stored but are made inaccessible, this does not fall under the scope of the right to privacy. Not surprisingly, privacy experts suggest that the guarantee of data protection principles under Article 8 ECHR is quite limited and argue that the distinction between private data and non-sensitive data, which is no longer at work in the Data Protection Directive, is still a leading principle in the case law of the Court.
A closer reading shows that the old distinction between “data that merits protection” and “data that does not” is still at work and that processing of data is excluded from the privacy scope when (1) the data as such are not considered as private, (2) when there are no systematically stored images or sound recordings, or other data, (3) when the data are not systematically stored with the focus on the data subject, and (4) when the data subject could reasonably expect the processing.  

Consequently, there seems to be a number of thresholds for applying Article 8 ECHR on matters related to Big Data processes. (1) Much of the data collected are not private but public; additionally, processing often regards so-called meta-data, such as data on the length of and the participants to a call, but not the content of communication itself. (2) In addition, the personal data themselves are not always recorded, but they are often used for creating aggregated datasets and group profiles. (3) The essential characteristic of this type of large-scale data systems is that they have no focus on any specific subject, but that they regard an unquantified group of people, potentially everyone. (4) In a sense, large-scale data processing may already be described as an everyday practice, and it is highly likely that in the future, this will even be more so.

In conclusion, it seems questionable whether the right to privacy under the ECHR provides adequate protection in relation to Big Data systems and data processing such as revealed with regard to the NSA. This may be the fundamental question: Is a doctrine focussed on the protection of the individual interest – related to human dignity, individual autonomy or personal freedom – still feasible in a world that is increasingly engulfed by large-scale data processing techniques, which, by their very nature, are not focused on the individual?

D. Balance of interests

Even if the NSA data processing were to fall under the scope of Article 8 ECHR, and even if a right of complaint were to be accepted, it is still highly questionable whether the Court would rule in favour of the complainants. Article 8, paragraph 2 specifies as follows:

There shall be no interference by a public authority with the exercise of this right except such as is in accordance with the law and is necessary in a democratic society in the interests of national security, public safety or the economic well-being of the country, for the prevention of disorder or crime, for the protection of health or morals, or for the protection of the rights and freedoms of others.

Consequently, privacy limitations are allowed when they are prescribed by law and necessary in a democratic society in connection to, among others, national safety, public health and economic prosperity.

The authors of the Convention had in mind that the outcome of a case should be determined by an assessment of the necessity of an infringement, inter alia by determining the effectiveness, proportionality and subsidiarity of a particular measure. Although this ‘intrinsic test’ has not been completely abandoned by the Court, it has been moved to the background and is increasingly supplemented by a ‘balancing test’. “This test requires the Court to balance the severity of the restriction placed on the individual against the importance of the public interest.” Consequently, to determine the outcome of a case, the Court balances the damage a specific privacy infringement has done to the individual interest of a complainant against its instrumentality towards safeguarding a societal interest, such as national security.

The problem with a balancing test in relation to Big Data systems is twofold. First, the necessity test seems a far better tool to assess the problems posed by, among others, the NSA affair and similar cases. The question here seems simply whether such large data sets regarding so many people and collected over such a large time span is at all necessary and proportionate in the light of public safety, even apart from any individual interest, and whether there are no less intrusive means at the disposal of the government. In addition, it might be asked how effective such data processing systems really are.

Some agency insiders now believe that NSA is only able to report on about 1 percent of the data that it collects, and it is getting harder every day to find within this 1 percent meaningful intelligence. Senior Defense and State Department officials refer to this problem as the “gold to garbage ration,” which holds that it is becoming increasingly difficult and more expensive for NSA to find nuggets of useful intelligence in the ever-growing pile of garbage that it has to plow through.

On the other hand, it is increasingly difficult to make a proper balance of interests in this kind of Big Data systems. A balancing test provides an adequate tool when reviewing classic privacy issues – for example, a house search in the context of a criminal investigation – in which the infringement is clearly delineated in person, time and space, and both the resulting individual interest and the public interest – for example related to solving a murder case – have a clearly defined character. With Big Data systems, however, both the public and the individual interest are rather hypothetical and abstract, as it is often unclear whether a particular data set will contribute to the national security and how; and, as indicated earlier, the individual element in these processes is often moved to the background and the presumed damage arises from potential future data leaks or the abuse of the data by malicious regimes. Both interests are consequently very vague and therefore difficult to balance.
To address these problems, in data processing cases the Court is prepared to focus predominantly on the intrinsic qualities of legal frameworks and governmental activities. Among others, the “Court must be satisfied that, whatever system of surveillance is adopted, there exist adequate and effective guarantees against abuse”. It has also stipulated that where possible, persons have to be informed of the fact that they have been subjected to monitoring, that there must be proper democratic control by parliament to assess the activities of the secret services and that there should be effective legal remedies open to individuals who believe they have been subjected to monitoring and surveillance.

Although the Court’s case law does leave some room for assessing cases without directly balancing the individual with the public interest, this seems to provide only meagre safeguards with regard to Big Data systems. First, it should be noted that the Court is willing to focus on procedural conditions, such as with regard to access to a court and the existence of democratic control, but not on the necessity, proportionality and subsidiarity of the measures as such. If the national court or legislature were to decide that the practices are indeed necessary and proportionate, the Court would in principle follow their judgment. The Court has also stated that in the case of intelligence and surveillance systems, “the margin of appreciation available to the respondent State in assessing the pressing social need […] and in particular in choosing the means for achieving the legitimate aim of protecting national security, [is] a wide one”.

Moreover, the Court accepts that both confidentiality regarding the nature and purpose of the intelligence activity and reluctance in informing specific persons about the fact that they have been subjected to eavesdropping, in principle, must be deemed legitimate since confidentiality is part of the effectiveness of the activities by secret services. Finally, it should be noted that although the requirement that a privacy infringement must be prescribed by law also applies to the practices of intelligence organizations, it is precisely with regard to secret services that a separate and rather limited legal framework exists, so that usually neither the ordinary citizens nor the ordinary parliamentarian will know exactly what activities are conducted and with which specific purpose. In any case, the fundamental point remains that, apart from the specific context of secret services, the balancing test seems simply unsuitable for Big Data systems. Another fundamental question may be whether the privacy interests at stake should still be considered relative, to be balanced against other values such as security. If it is true that incidents such as the NSA affair challenge the basic legitimacy and effectiveness of the state, it could be argued that these are absolute minimum principles to be respected by every democratic order respecting the rule of law.

E. Analysis

The current privacy doctrine under Article 8 ECHR is based on three characteristics: it is the right of a natural person; it protects his personal interests related to, among others, autonomy and dignity; and the outcome of a case will be determined primarily by weighing the private against the public interests, such as those related to national security. Developments in the field of Big Data and profiling challenge each of these principles. Although the Court is willing to adopt a certain amount of flexibility to meet these challenges, the question remains whether this is sufficient to provide adequate protection. Even if the Court were willing to compromise the three fundaments so as to ensure adequate protection, there remains a fundamental tension between the focus on the individual and his interests on the one hand and the current technological developments on the other. With regard to the claim of Big Brother Watch and others v. the United Kingdom, it is questionable whether they will be successful in their claim. This article has signalled three potential hurdles.

First, the applicants would have to prove that they have been subjected to monitoring practices, or at least demonstrate that this is likely, as in abstracto claims are declared inadmissible. More importantly, the Court’s case law makes clear that there is a prohibition on an actio popularis or class action, in which a civil society organization or group complains about a matter not out of personal interest, but in the interest of the society as a whole. The first complainant, Big Brother Watch, is a limited company, not in any way directly affected by the presumed practices of the British secret services, and the second and third applicants are a charity and a limited company, for which the same holds true. The only natural person is the fourth and last applicant, Constanze Kurtz, but she works and lives in Berlin and is thus highly unlikely to have been a victim of the practices complained of.

Second, it is questionable whether the matter falls under the material scope of Article 8 ECHR.

The applicants allege that they are likely to have been the subject of generic surveillance by GCHQ [The Government Communications Headquarters] and/or the United Kingdom security services may have been in receipt of foreign intercept material relating to their electronic communications, such as to give rise to interferences with their rights under Article 8 of the Convention. [...] The applicants further contend that the generic interception of external communications by GCHQ, merely on the basis that such communications have been transmitted by transatlantic fibre-optic cables, is an in-
If it is recalled that to fall under the scope of Article 8 ECHR, (1) the data must be considered private, (2) they must be systematically stored, (3) with a focus on the data subject and (4) the possessing could not be reasonably expected, it seems that at least point three will provide a threshold, as the data are not stored with the focus on a particular subject, but are aggregated for the use of making group profiles and determining statistical correlations.

Finally, even if it is accepted that the applicants may successfully claim their right to privacy and that the matter complained of does fall under the scope of Article 8 ECHR, it is questionable whether the ECtHR will judge in their favour. Although the applicants claim that there has been “an inherently disproportionate interference with the private lives of thousands, perhaps millions, of people”, it remains unclear how exactly they have been affected by the practices and how this influences their daily lives, their autonomy or their dignity. The individual interest is thus highly abstract and hypothetical. It seems that the British parliament has simply determined the need for such practices necessary with an eye on the national security and has felt that this outweighs the particular interests of private individuals. If the European Court of Human Rights were to conclude that the matter complained of is “in accordance with the law”, as laid down by the British parliament, a question not assessed in this article, it is highly likely that it would accord a wide margin of appreciation to the British legislator and respect its decision in this regard.

The question arises whether the current approach of the Court and the chosen interpretation of Article 8 ECHR is still feasible in a world in which technological developments and data processing techniques rapidly succeed each other. Not only does it not give a satisfactory outcome for cases regarding NSA-like data processing systems, it must be recalled that the NSA affair is part of a bigger and structural change in society. Two possible approaches are possible. First, the Big Data processes and the resulting problems may simply be said not to qualify as privacy issues but to fall under other doctrines, such as the abuse of power, anti-discrimination provisions and general procedural doctrines. However, this seems an unsatisfactory solution because the problems are indeed related to and partly derived from classic privacy issues, such as the monitoring of private individuals, placing wiretaps and generating large dossiers about possible suspects. In addition, the right to privacy, both in legal and in societal discourse, is the doctrine which is referred to when it comes to these issues. However, if the right to privacy under the European Convention of Human Rights is to retain its relevance in the changing environment, some fundamental revisions seem necessary.

First, it may be questioned whether the requirement of personal injury should be maintained. The problem with this principle is that complaints about data collection processes often have a hypothetical and abstract nature, but that does not mean that they are of less importance. Although the chance of an ‘evil’ regime seizing power and abusing the collected data for malicious purposes is extremely small, the possible negative consequences dwarf the importance of ordinary privacy cases related to a house search, for example. Moreover, the background of this principle lies in ensuring that the Court is not flooded with complaints and that only those can file an application who have suffered individually and directly from the matter complained of. However, it is questionable whether the abandonment of the principle of personal injury will indeed result in an increased flow of complaints. Allowing an actio popularis may in fact ensure that potential damage arising from structural problems is addressed so that individual damage and myriad claims can be prevented or at least bundled. Likewise, allowing for in abstracto claims may ensure that potential future damage is prevented and would also ensure that the judgment of the ECtHR would be substantially more concise as there is no need for a description and analysis of the particular circumstances of the case, the personal situation of the complainant and the causal link between the act or practice complained of and the harm to the individual interest. The decision would merely regard the necessity, proportionality and effectiveness of the measures themselves.

Second, it may be questioned whether the right to privacy should be focused solely on protecting the personal interest of the complainant in relation to, among others, his dignity, autonomy or freedom, or that the underlying value and the related material scope of the right to privacy could also be formulated as or connected to a public interest. For example, under the Universal Declaration of Human Rights, on which Article 8 ECHR is based, the right to privacy was initially simply formulated as the ‘freedom from wrongful interference’ and specified as such: “Freedom from unreasonable interference with his person, home, reputation, privacy, activities, and property is the right of every one.”6 Privacy, as it was originally understood by the authors of both the Declaration and the Convention, was primarily a duty of the state and was connected to a societal interest, namely the prevention of abuse of governmental power and the disproportionate and unnecessary meddling in the private sphere of citizens. It regarded primarily the quality of legislation and governmental practices as such and not only to a limited extent the protection of specific individual interests, related to their autonomy or dignity. Possibly, renewed emphasis could be placed on this
approach, which would also dovetail with dropping the injury requirement, because the prime norm-addressee of the privacy doctrine would be the state, which has an obligation to respect it independently of any subjective right or individual interest.

42 Third, this might also facilitate the reintroduction of an ‘intrinsic’ test, in which the outcome of a case is determined by assessing the necessity, proportionality, subsidiarity and effectiveness of the measures or laws. This focus could not only be adopted to large data collection processes but perhaps also be applied to more traditional privacy issues regarding house searches and wiretaps, in which the primary question is also whether a certain interference is necessary and proportionate, irrespective of the individual interests involved. In relation to cases related to national security, this method seems reasonable: if a house search, telephone-tap or data collection is necessary and effective in the context of national security, it is often simply irrelevant whether and to what extent this method seems reasonable: if a house search, certain interference is necessary and proportionate, irrespective of the individual interests involved.

It would therefore be worthwhile to assess whether the subjective element in this respect could be substituted for a more objective and intrinsic-based test.
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