Abstract: Facebook requires all members to use their real names and email addresses when joining the social network. Not only does the policy seem to be difficult to enforce (as the prevalence of accounts with people’s pets or fake names suggests), but it may also interfere with European (and, in particular, German) data protection laws. A German Data Protection Commissioner recently took action and ordered that Facebook permit pseudonymous accounts as its current anti-pseudonymous policy violates § 13 VI of the German Telemedia Act. This provision requires telemedia providers to allow for an anonymous or pseudonymous use of services in so-far as this is reasonable and technically feasible. Irrespective of whether the pseudonymous use of Facebook is reasonable, the case can be narrowed down to one single question: Does German data protection law apply to Facebook? In that respect, this paper analyses the current Facebook dispute, in particular in relation to who controls the processing of personal data of Facebook users in Germany. It also briefly discusses whether a real name policy really presents a fix for anti-normative and anti-social behaviour on the Internet.
the harvested data becomes more valuable if it can be linked to real persons with real names. Hence, it is not surprising that Facebook vigorously advocates the use of real names in the online world. Officially, they do so in the interest of their users, arguing that a real name policy may serve as a fix for bad behaviour, in particular cyberbullying, trolls and illegal activities. The underlying assumption in this respect is that users will refrain from anti-social and anti-normative behaviour if their name is attached to a posting.

2 It is not surprising that Facebook appealed orders by a German data protection authority which required Facebook to allow pseudonyms on user profiles. Under German law, telemedia service providers are obliged to allow the pseudonymous or anonymous use of their service as long as this is reasonable and technically feasible. While primarily the question of the legitimacy of the mandatory real name policy was in the public eye, the court did not discuss this question in detail as the outcome of the case depended on one single question: Does Facebook have to respect German data protection law? This would be the case if German data protection applied to Facebook. The whole discussion thus centres around the basic question of applicable law for a globally active service provider.

3 In order to answer this question, it is crucial to determine whether there has been a valid choice of German law, and to determine where and by whom data is being processed. In the following, this paper will look into Facebook’s corporate structure and its terms of use before focussing on the order of the German data protection authority and the subsequent court proceedings.

I. The corporate structure of Facebook and its terms of use

4 While Facebook users in general use the notion “Facebook” interchangeably for the service and the service provider, it is important to know that there is not one single Facebook company. Though most official statements of Facebook spokespersons also just refer to Facebook as such, for the determination of applicable law it is of fundamental importance to distinguish between the global player Facebook Inc., its European subsidiary Facebook Ireland Ltd. and further smaller Facebook subsidiaries which are all in some way involved in providing and/or administering the platform Facebook. As the major part of the lawsuits deal with the relation of Facebook Inc. towards Facebook Ireland Ltd., it is necessary to have a basic understanding of the corporate structure of Facebook and its rules on jurisdiction and applicable law.

1. Corporate structure of Facebook

5 Facebook, which was founded in 2004, is operated by Facebook Inc., a US multinational Internet corporation. Facebook has its key assets, its headquarters and the site of its corporation in the US.

6 In 2008, Facebook established its European headquarters in Dublin. The role and position of the Irish subsidiary, Facebook Ireland Ltd., in relation to users from outside the US and Canada was enhanced in 2010 when Facebook’s Statement of Rights and Responsibilities was amended to set forth that these users have contracts with Facebook Ireland Ltd. and not Facebook Inc. With Facebook Ireland Ltd. being in charge of all users outside the US and Canada, Facebook avoids material jurisdiction for corpora
tion tax on all international revenue in the US. Besid
e Facebook Ireland Ltd., there are four additional subsidiaries in Ireland: Facebook Ireland Holdings; Facebook International Holdings I; Facebook International Holdings II; and Facebook Payments International Ltd. In Germany, Facebook seems to have only one local subsidiary, Facebook Germany GmbH, which is in charge of marketing and acquisition for the local market.

2. Facebook’s rules on jurisdiction and choice of law

7 Facebook’s terms of use are entitled “Statement of Rights and Responsibilities”. The Statement constitutes Facebook’s terms of service that “govern (Facebook’s) relationship with users and others that interact with Facebook”. Users “agree” to these terms by simply using or accessing Facebook.

8 The Statement also contains a choice-of-law clause. Section 16.1, provides that “any claim, cause of action or dispute (claim) [a user has with Facebook] ... arising out of or relating to the Statement or Facebook” will be resolved:

Exclusively in a state or federal court located in Santa Clara County. The laws of the State of California will govern this Statement, as well as any claim that might arise between you and us, without regard to conflict of law provisions. You agree to submit to the personal jurisdiction of the courts located in Santa Clara County, California for the purpose of litigating all such claims.

9 In accordance with the Statement, users will thus have to resolve disputes with Facebook in California under Californian law, even if they are from outside the United States.

10 However, for users in Germany, section 17.3 of the Statement exclusively provides that section 16.1 is replaced by the following clause:
II. Facebook’s real name policy

11 In relation to data protection rules, the current data policy, last updated on 11 December 2012, states that Facebook Ireland Ltd. is the data controller responsible for the personal information of users from outside the US and Canada.\(^{11}\)

12 Browsing Facebook, users were likely to meet Max Mustermann,\(^ {12}\) or variations thereof as well as numerous teenage girls with the last name “Bieber”.\(^ {13}\) While Max Mustermann, which might easily be identified as a fake name, has lately disappeared from Facebook, users are turning to much subtler tricks to avoid being banned from Facebook: they may use a middle name as a last name, turn to a fictional character’s name, invent a real-sounding name, borrow their mother’s maiden name or a common last name, an abbreviation, or other pseudonyms that equally violate Facebook’s real name policy. This mandatory real name policy is enshrined in Facebook’s community standards and requires all users to use their real identities including their real names on Facebook:

- The name you use should be your real name as it would be listed on your credit card, student ID, etc.
- Nicknames can be used as a first or middle name if they’re a variation of your real first or last name (like Bob instead of Robert)
- You can also list another name on your account (ex: maiden name, nickname, or professional name), by adding an alternate name to your timeline
- Only one person’s name should be listed on the account – timelines are for individual use only
- Pretending to be anything or anyone is not allowed.\(^ {14}\)

13 Facebook often emphasises that Facebook is for real people using their real identities. According to the community standards, real identities and real names are required to keep the social network “safe” and guarantee that users know whom they are connecting with.\(^ {15}\)

14 For those who want to represent a business, brand or even a pet, Facebook allows the creation of a so-called “Facebook page”.\(^ {16}\) In addition, users may also list their professional title as an alternate name on their personal timelines. However, this still meant that Stefani Germanotta could not run her Facebook profile under her stage name Lady Gaga.\(^ {17}\) In a bid to attract more celebrities, which in turn may attract more users, Facebook slightly diluted its strict application of the real name policy and now allows celebrities – following a verification of their identity – to use their well-established stage names on their personal accounts.\(^ {18}\) However, they need to include their real name in the information section of the profile. In order to guarantee that only “real” celebrities make use of this exception, a user will need at least 20,000 subscribers to be allowed to benefit from this new pseudonym privilege. Ultimately, Facebook relies on the honesty of its customers, as from a technological perspective anyone can still open an account under a false identity or pseudonym.

III. The right to pseudonymous use of media services under German law

15 In general, users in Germany have a per se reasonable expectation of privacy with respect to the revelation of their identity to the general public.\(^ {19}\)

16 A unique feature of the German law on Internet services is that the possibility of anonymous or pseudonymous use of Internet services is prescribed by law. § 13 VI of the Telemedia Act of 2007 (TMG) foresees the anonymous or pseudonymous use of Internet services as well as the anonymous or pseudonymous payment of these services. The wording of § 13 VI TMG is as follows: “The service provider must allow the anonymous or pseudonymous use of telemedia services and their payment, insofar as this is technically feasible and reasonable. The user must be informed about this possibility.”\(^ {20}\)

17 This is not a novel principle in German law. Even the predecessors of the TMG, the Teleservices Data Protection Act, which came into force on 1 January 2000, and the State Treaty on Media Services, which came into force 1 August 1997, contained identical provisions.\(^ {21}\)

18 § 3 VI a of the Federal Data Protection Act (BDSG)\(^ {22}\) defines “rendering pseudonymous” as meaning replacing the data subject’s name and other identifying features with another identifier in order to make it impossible or extremely difficult to identify the data subject.\(^ {23}\)

19 The provision recognises that the success of the Internet is inter alia based on the possibility of the anonymous use.\(^ {24}\) The anonymous as well as the pseudonymous use follows the basic principle of data reduction and data economy, meaning that as little personal data as possible shall be collected, processed and used.\(^ {25}\) The principle of data reduction and data economy can also be found in Article 6 I c) and e) as well as in Recital 46 of the EU Data Protection Directive.\(^ {26}\) This principle is explicitly set forth in § 3a BDSG\(^ {27}\) and also derives from the constitutional right to informational self-determination.\(^ {28}\) Under the right to informational self-determination, every individual is in principle entitled to determine the disclosure and use of his/her personal data.\(^ {29}\) If
individuals are not sure whether dissenting behaviour is noticed and whether information is permanently stored, used and passed on, they may try to avoid dissenting behaviour in order to not attract attention. This may even result in abstaining from making use of their basic human rights.\textsuperscript{30} The purpose of § 13 VI TMG is to avoid the generation of personal data right from the start.\textsuperscript{31}

20 Allowing a user the anonymous or pseudonymous use of telemedia services does not mean that the user has a right to stay anonymous in front of the service provider.\textsuperscript{23} There is no right to an anonymous or pseudonymous contractual relationship.\textsuperscript{33} This means that while users are entitled to use a screen name, this does not exclude the possibility of the telemedia service provider asking for the user’s real identity in their internal relationship.

21 Even in Germany, the right to anonymous or pseudonymous use is not granted without limits. The right finds its limits where the granting of anonymous or pseudonymous use would be unreasonable for the service provider.\textsuperscript{34}

22 What is important to keep in mind is that § 13 VI TMG only concerns the possibility of anonymous or pseudonymous use and does not prohibit disclosure orders against Internet service providers by injured parties. In simple terms, the provision only prohibits service providers to ask for a user’s real name and display his real name when it is not necessary to do so.

B. ULD v. Facebook

23 When Facebook took rigorous steps against some German users who had not obeyed its real name policy by suspending their accounts, the Unabhängiges Landeszentrum für Datenschutz (ULD) Schleswig-Holstein\textsuperscript{25} took action against Facebook. Schleswig Holstein’s Privacy Commissioner and Head of ULD, Thilo Weichert, announced that it cannot be accepted “that a U.S. portal like Facebook violates German data protection law unopposed and with no prospect of an end”.\textsuperscript{36} However, Facebook only violates German data protection law if § 13 VI TMG constitutes a data protection norm, and if German data protection law applies to Facebook. With regard to the applicable law, the determining factor is the location of the data controller of Facebook’s user data. Only where the data controller is located in Germany, or is not located on Community territory at all, must German data protection law be obeyed. With regard to the latter, Article 4 I c) Data Protection Directive foresees the application of national law, where the data controller is not located on Community territory, whereas if the data controller has an establishment in another EU Member State, Article 4 I a) prescribes the application of the law of this EU Member State. Hence, the whole case centred around the debate on which of Facebook’s companies does what and where.

I. The administrative proceedings

24 As a first step, the ULD issued administrative orders against Facebook Inc. and Facebook Ireland Ltd. to refrain from enforcing the real name policy in relation to users in Schleswig-Holstein and allow pseudonymous accounts as required by the TMG.\textsuperscript{37}

1. The orders of the ULD

25 The orders of 14 December 2012 stipulated that Facebook Inc. as well as Facebook Ireland Ltd. would be fined 20,000 euro if they did not comply with the orders within two weeks.\textsuperscript{38} In German administrative law, the effect of any decision is immediate when notified. The ULD also ordered that an appeal would not have suspensory effect, meaning that Facebook had to implement the ordered measures irrespective of an appeal. Hence, Facebook was obliged to allow users from the German state of Schleswig-Holstein (for which the ULD has competence) to use pseudonyms immediately.

26 With regard to Facebook’s real name policy, the ULD found the policy to be in violation of § 13 VI TMG. The decision and orders issued by ULD can be summarized as follows:

- The permission to use pseudonyms on Facebook is reasonable. The real name obligation neither prevents abuse of the service for insults or provocations nor does it help prevent identity theft. Against this other precautions are necessary.
- To ensure the data subjects’ rights and data protection law in general, the real name obligation must be immediately abandoned by Facebook.

27 Orders were issued to both companies, Facebook Ireland Ltd. and Facebook Inc., as they were found to be joint data controllers. Although all Facebook users from outside the US and Canada have contracts with Facebook’s Irish subsidiary Facebook Ireland Ltd., the ULD concluded that, as regards the real name policy, Facebook Inc. and Facebook Ireland Ltd. were jointly responsible in legal terms.\textsuperscript{39} Nevertheless, the ULD applied § 1 V 2 BDSG, which transposes Article 4 I c) Data Protection Directive into national law. Under this provision, German law is applicable if a data controller who collects, processes or uses personal data inside Germany is not located in an EU or EEA Member State. “Although Facebook Ireland Ltd. is located in a Member State, the ULD found that it only played a rather subordinate role in the data
processing, while from an objective point of view, the actual control over the data and all authority in terms of purposes and means of processing remained with Facebook Inc.\textsuperscript{41} Hence, Facebook was ordered to observe German data protection laws, and in particular § 13 VI TMG, in relation to Facebook users in Germany.

2. The ULD’s reasoning

28 In the proceedings following Facebook’s appeal, the ULD specified its position and provided further arguments supporting its claim. These arguments are well worth mentioning as they also deal with the role of Facebook Germany GmbH.

a.) The ULD’s reasoning in relation to Facebook Inc. USA

29 According to the ULD, Facebook Inc. collects, processes and uses personal data in the meaning of § 3 VII BDSG, Article 2 d) Data Protection Directive: During the registration process on www.facebook.com, Facebook Inc. collects personal data; in addition, Facebook Inc. installs cookies on the computers of its users when they access the website. All data that is collected is stored and processed on servers of Facebook Inc., which are currently all situated in data centres in the US.\textsuperscript{42}

30 Thus, the ULD was not satisfied that Facebook Ireland Ltd. was processing personal data in the context of its own activities.\textsuperscript{43} It is not sufficient to just hold an office in a Member State while the business policy is exclusively determined by a company in the US.\textsuperscript{44} Moreover, Facebook Inc. is factually in charge of the data processing as it has the authority to determine the purposes and means of processing. The notion of context of activities in Article 4 I a) Data Protection Directive, however, requires more than the existence of a mere establishment, namely the active involvement in activities relating to personal data processing.\textsuperscript{45} Pursuant to Article 2 b) Data Protection Directive, processing of personal data shall mean

\textit{any operation or set of operations which is performed upon personal data, whether or not by automatic means, such as collection, recording, organisation, storage, adaptation or alteration, retrieval, consultation, use, disclosure by transmission, dissemination or otherwise making available, alignment or combination, blocking, erasure or destruction.}

31 In this regard the degree of involvement of the establishment in the activities in the context of which personal data are processed is crucial.\textsuperscript{46} The question is “who is doing what”: only where an establishment processes personal data in the context of its own activities will the applicable law be that of the place of establishment. The ULD was not convinced that Facebook Ireland Ltd. carries out the processing of the relevant user data in the context of the activities of an establishment of Facebook Inc. in Ireland, nor does Facebook Ireland Ltd. instruct Facebook Inc. to process the relevant data.\textsuperscript{47} As regards the latter, Facebook Ireland Ltd. did not provide evidence of contractual agreements that determine inter alia the purpose of processing of personal data, the types of personal data, the technical-organisational data security measures, and details about controls of Facebook Ireland Ltd.\textsuperscript{48}

b.) The ULD’s reasoning in relation to Facebook Ireland Ltd.

32 In consideration of the registration process on www.facebook.com where Facebook Inc. collects personal data and makes use of automated equipment (the users’ computers) by installing cookies on these as well as using equipment in Germany via the content delivery network Akamai,\textsuperscript{49} the ULD concluded that German national law has to be applied in relation to Facebook users in Germany in accordance with Article 4 I c) Data Protection Directive (data controller of personal data outside the EU/EEA, which makes use of equipment situated on German territory).

33 Facebook Ireland Ltd. qualified as a controller in the sense of § 3 VII BDSG and Article 2 d) Data Protection Directive when it collects, processes and uses personal data in relation to the blocking of accounts and asking users to utilise their real names.\textsuperscript{50} Further objective control of data processing could not be established.

34 The application of German law to Facebook Ireland Ltd. was also based on the role of Facebook Germany GmbH.\textsuperscript{51} According to the ULD, Facebook Germany GmbH is an establishment of Facebook Inc. in Germany. This was based on the assumption that the role of Facebook Germany GmbH goes beyond marketing and acquisition for the local market as it is also a communication channel for Facebook Ireland Ltd. and Facebook Inc.\textsuperscript{52} The Irish Data Protection Commissioner had received copies of data-processing contracts entered into by Facebook Ireland Ltd. as data controller and inter alia Facebook Germany.\textsuperscript{53} Unfortunately, the ULD had no knowledge of the content of these contracts, but the mere existence was used as an indication that Facebook Germany is also involved in data processing. Accordingly, the ULD concluded that the controller of personal data (Facebook Inc.) is established on the territory of several Member States (here: Ireland and Germany), and thus, pursuant to Article 4 I a) Data Protection Di-
rective, must take the necessary measures to ensure that each of these establishments complies with the obligations laid down by the national law applicable. Hence, the services offered on www.facebook.com must comply with German data protection law.

c.) The ULD’s determination of joint control

Although the ULD could not be convinced that Facebook Ireland Ltd. is the sole data controller for personal data of European users, it was satisfied that Facebook Ireland Ltd. and Facebook Inc. USA control the data jointly. Joint control in the context of Article 2 d) Data Protection Directive does not require that all controllers equally determine and are equally responsible for a single processing operation; “jointly” rather needs to be interpreted as meaning “together with” or “not alone”. In case of several actors, they may have a very close relationship (sharing, for example, all purposes and means of processing) or a more loose relationship (for example, sharing only purposes or means, or a part thereof).

d.) Choice-of-law clause

The ULD also argued that the application of German data protection law is supported by the “Statement of Rights and Responsibilities” of Facebook, section 16.1., which provides that the Statement is subject to German law.

e.) The ULD’s conclusion: applicability of § 13 VI TMG

As Facebook Inc. and Facebook Ireland Ltd. were both considered providers of telemedia services, they were obliged to allow the pseudonymous use of the social network insofar as this is technically feasible and reasonable. The registration procedure at www.facebook.com which requires users to enter their real name, and the blocking of users who did not register under their real name, violates § 13 VI TMG.

When examining whether there are legally permissible, less restrictive means which could lead to equivalent results, the ULD stressed that Facebook basically has a monopoly when it comes to social networks; in particular, communication of minors in many regards (e.g. spare time activities) takes place only on Facebook. Hence, the ULD established a certain necessity of users to register on Facebook and, subsequently, to give up privacy. The ordered measures were thus considered reasonable, even in light of the competing interests of Facebook at hand. Facebook’s freedom to conduct their business model as well as its obligations under §§ 7 – 10 TMG (transposing Article 12-15 E-Commerce Directive into national law) did not outweigh the interests of the users.

3. The position of Facebook

As mentioned above, the discussion of which data protection regime has to be applied to German Facebook users can be narrowed down to one single question: Who is the data controller of the personal data of Facebook’s users? According to Facebook, the answer to that question is clear: the data controller of the personal data of European users is Facebook Ireland Ltd. and not Facebook Inc.

Facebook Ireland Ltd. is an establishment of Facebook Inc. pursuant to Recital 19 Data Protection Directive. Article 4 1 a) Data Protection Directive then provides that each Member State shall apply the national provisions to the processing of personal data where “the processing is carried out in the context of the activities of an establishment of the controller on the territory of the Member State”.

According to the submission of Facebook Ireland Ltd. in the following court proceedings, Facebook Inc. processes data on behalf of its Irish subsidiary. Thus, Facebook Inc. informed the ULD that for matters regarding European users, all enquiries must be directed to Facebook Ireland Ltd.

In addition, the existing German Facebook subsidiary (Facebook Germany GmbH) is expressly not involved in the processing of any personal information. It merely handles marketing and acquisition for the local market only, and thus cannot be considered an establishment of the controller of personal data.

Finally, Facebook Ireland Ltd. fully complies with Irish data protection laws, which are themselves compliant with European data protection law. In Facebook’s view, this was confirmed by the Irish Data Protection Authority as part of its audit reports dated December 2011 and September 2012. As Irish law applies, § 13 VI of the TMG is not applicable to Facebook. In addition, this section of the TMG would infringe higher-ranking European law.

Even if § 13 VI TMG were applicable, a departure from its real name policy would not be reasonable for Facebook as it would put Facebook’s “culture of true identity” at risk. Facebook stressed that it intends to replicate the social norms of the real world in an online environment by “emphasizing the human qualities of conversation and sharing”. According to Facebook, users want and expect their relations on Facebook to be authentic. The pseudonymous use of Facebook would destabilize the integrity of Facebook and undermine the trust that is necessary
to interact on Facebook. The requirement of true identity is furthermore intrinsically tied to the security of users on the platform and an essential part of the security measures it implements. Without these measures, safety, security and the integrity of the platform would be compromised significantly. This reasoning was supported by Facebook’s allegation that the vast majority of disabled Facebook accounts could be linked to spamming, distributing malware, phishing, trolling, cyber nining, dissemination of hate speech, distribution of child abuse materials and gaming cheats.

II. The court proceedings

Facebook lodged an objection to the order with the responsible administrative authority. It also filed an appeal to the Verwaltungsgericht (administrative court) and succeeded in restoring the suspensive effect of the objection, hence making the order not immediately enforceable. The decision was subsequently affirmed by the appeal court. Accordingly, Facebook does not have to unlock the accounts of those users in Schleswig-Holstein who used Facebook under a pseudonym and had been blocked.

Although the court held that the mandatory real name policy violates § 13 VI TMG, this was of no relevance as neither the TMG nor German data protection laws were applicable. Irish data protection law, which instead applies, does not foresee an explicit right to pseudonymous or anonymous use of telemedia services.

Unfortunately, the courts did not really question the facts presented by Facebook, because proceedings for preliminary measures require only a summary examination of the merits of the claim. Thus, there was no need to examine how and by whom data processing in the case in question takes place. For this reason, the decisions of the courts will only be discussed briefly.

1. No choice of law by Section 16.1 of the Statement of Rights and Responsibilities of Facebook

First of all, section 16.1 of Facebook’s “Statement of Rights and Responsibilities” does not stipulate an application of material German data protection law. In general, parties to a contract can agree that the contract shall be governed by the law chosen by them (Art. 3 1 Rome I Regulation). However, § 1 V BDSG, which prescribes the application of German law, constitutes an overriding mandatory provision in the sense of Article 9 Rome I Regulation. Hence, the application of German data protection law is not at the disposal of the parties, but has to be determined solely on the basis of § 1 V BDSG, which transposes Article 4 I Data Protection Directive into German law, sets forth that the BDSG, and thus German data protection, shall not apply in so far as a controller located in another EU/EEA Member State collects, processes or uses personal data inside the country, except where such collection, processing or use is carried out by an establishment inside the country. The BDSG shall, however, apply in so far as a controller not located in an EU/EEA Member State collects, processes or uses personal data inside the country.

2. Data controller and establishment

The court based its findings primarily on the fact that the processing of personal data was not carried out at the German subsidiary “Facebook Germany GmbH”. The court was satisfied that the processing of personal data actually took place in Ireland by Facebook Ireland Ltd. in the context of its own activities. Thus, it concluded that Irish data protection law is exclusively applicable in accordance with Article 4 I a) Data Protection Directive. As opposed to Facebook Germany GmbH, Facebook Ireland Ltd. was considered to be an establishment of Facebook Inc. in the sense of Article 4 Data Protection Directive. It was of no relevance that the traffic data of Facebook is processed in the US, and most content data are collected in Germany and stored and processed in Germany by the service provider Akamai. The court argued that whenever a data controller has an establishment in the EU/EEA Member State, it is of no relevance for the determination of applicable law whether he uses equipment in a third Member State.

III. The question of “who is doing what?”

As mentioned previously, neither the Verwaltungsgericht (VG) Schleswig nor the appeal court, Oberverwaltungsgericht (OVG) Schleswig, asked Facebook to provide evidence on where the data is actually processed and by whom, because this was not necessary in preliminary proceedings where only a summary examination of the submissions of the parties is conducted. The courts merely accepted Facebook’s submission as indicating data processing in Ireland. At this stage of the proceedings, there was little more to expect by the judges.

There are strong indications that Facebook Ireland Ltd. only plays a minor role in the processing of personal data, if it plays any at all. For example, Facebook Ireland Ltd. repeatedly argued that “certain things are not possible because the management of Facebook Inc. would never agree to them.”
raises the question whether Facebook Ireland Ltd. has any control over the www.facebook.com platform that is technically hosted in the US. If Facebook Ireland Ltd. is not the actual data controller, but just a branch that has been set up to benefit from advantageous Irish tax law and fulfill some alibi tasks, then Article 41a) Data Protection Directive does not lead to an application of Irish data protection law. If the ULD pursues the matter further, then Facebook Ireland Ltd. will need to prove that it processes the personal data in question itself. It is not established that the court in the main proceedings will be satisfied as easily as the administrative court in the proceedings for interim measures. Thus, it is not unlikely that in the main proceedings, a court will come to a different conclusion. Also, another conclusion must not necessarily be contrary to the findings of the Irish Data Protection Commissioner in his Audit Reports of Facebook Ireland Ltd. He did not legally assess whether Facebook Ireland Ltd. is a data controller pursuant to Article 2 d) Data Protection Directive. Although there are indications as to Facebook Ireland Ltd.’s role (“It is the only office, and legal entity, within the Facebook group with control over non-North American user data.”) and “FB-I’s staff (around 326 Full Time Employees and 75 contractors) are responsible for the development and maintenance of the Facebook platform, the protection of Facebook users, the corporate administration of many of Facebook’s non-North American activities and the sale of advertising to customers.”), the Data Protection Commissioner refrained from analyzing the control element of Facebook Ireland Ltd. In this context, the function of Facebook’s offices in other Member States also need to be assessed. In the Audit Report of Facebook Ireland Ltd., it has been stated that

[these offices have no role in the development or maintenance of the platform or the control of user data. Their functions are limited to the sale of advertising, local PR and, in limited cases, addressing queries from local app developers. In the context of carrying out these duties, these offices may process a limited amount of user data relating to the pages of advertisers and prospective advertisers pursuant to processing agreements entered into with FB (Ireland).]

52 Here, the scope of “limited amount of user data” needs to be assessed.

53 Beside Facebook’s submissions, there is not yet enough evidence on where data is processed and by whom. The ULD now even succeeded in using some findings in the Audit Reports of the Office of the Irish Data Protection Commissioner to support its position. In its Audit Report of 2012, the Irish Commissioner expressed concerns that “products and features developed by engineers predominantly based in California ... will not be capable of fully understanding and complying with Irish and EU data protection requirements” Thus, Facebook Ireland Ltd. had to commit itself in the 2012 Re-Audit to implement measures “for ensuring that the introduction of new products or uses of user data take full account of Irish data protection law.” Hence, the Facebook Ireland Ltd. data protection compliance team now examines compliance with Irish law. This, however, rather indicates that the policies are determined by Facebook Inc., with Facebook Ireland Ltd. only having the possibility to intervene. Consequently, it is not Facebook Ireland Ltd. that determines the means and purposes of data processing on its own.

54 A similar practice was identified by the Irish Data Protection Commissioner in relation to the implementation of new features, such as the “find your friends nearby” feature, for example; Facebook Inc. determines practices in the US while only foreseeing “input” from Facebook Ireland Ltd. One may thus question whether Facebook Ireland Ltd. may instruct Facebook Inc. in any way in relation to the processing of personal data. It seems to have no competence to oversee the data processing by its parent company.

55 In addition, several incidents in the past show that the role of Facebook Ireland Ltd. with regard to data processing is less than clear. For example, in relation to Facebook’s face recognition feature, Facebook did not succeed in proving that Facebook Ireland Ltd. guided and directed Facebook Inc. regarding the processing of personal data of European users. In this case, it was not the ULD but the Data Protection Commissioner of Hamburg who issued an order against Facebook claiming that the feature violates German data protection law. There was not sufficient evidence to prove that Facebook Ireland Ltd. was the actual data processor or directs the data processing of Facebook’s face recognition feature. The Hamburg Data Protection Commissioner’s reasoning was very similar to that of the ULD, holding that the mere establishment of Facebook in Ireland does not automatically lead to the application of Irish data protection law; only where an establishment holds actual control for the data processing may it fall within the Data Protection Directive’s definition of establishment. In relation to the face recognition feature, all decisions regarding the collecting, processing and use of data that were of relevance were taken by Facebook Inc. outside of the European Union. Unfortunately, this case did not reach the trial stage as Facebook disabled the face recognition feature for European users. Thus, until now, there is no precedent that has thoroughly examined Facebook’s data processing.

56 Of particular interest in that context are furthermore the experiences of the Ministry of Justice of the German State of Baden-Württemberg with Facebook Ireland Ltd. when it comes to judicial cooperation requests in criminal matters and the access of German law enforcement agencies to data held by Facebook. To the knowledge of the Ministry of Justice, all of
Facebook’s data are stored solely in the USA, and neither the establishment of Facebook in Germany nor Facebook Ireland Ltd. has direct access to the data. This is a strong indication that Facebook Ireland Ltd. is not even involved in the data processing. Furthermore, Facebook Germany GmbH stated in criminal proceedings before a German criminal court that all servers that contain personal data of Facebook users are possessed and operated by Facebook Inc. in the US. Facebook Germany could not tell whether the data requested in these proceedings were stored on servers of Facebook Inc. as only competent staff of Facebook Inc. could do so. Again, there was no mention of the role of Facebook Ireland Ltd. in the actual processing. This shows, however, that Facebook is actually skating on very thin ice in the real name policy case when they argue that the data controller of personal data of European users is Facebook Ireland Ltd. and not Facebook Inc. In light of the above-mentioned incidents, it seems rather unlikely that they would succeed in proving that Facebook Ireland Ltd. is controlling the platform.

C. The case in a wider context: The benefits of anonymity v. the drawbacks of anonymity

Irrespective of the applicable law, one should not lose sight of the initial question of the ULD v. Facebook case, namely whether real name policies may efficiently ban anti-normative and anti-social behaviour.

Facebook’s main argument for enforcing its real name policy is that it is a fix for trolling and other unwanted behaviour. Clearly, it is not just teenage girls who change their last name to Bieber to imply marriage to the pop star Justin Bieber who are choosing to use a made-up name on a social network. But whether people really “behave a lot better when they have their real names down” has not been proven by Facebook. Whether anonymity or pseudonymity mitigates social norms and establishes conditions to neglect principles of mutual respect in such a dimension as to outweigh the benefits of pseudonymous use is questionable.

Anonymous speech existed well before the advent of the Internet. But as the Internet magnifies speech to an exceptional level, a new dimension is added to anonymous speech which also includes pseudonymous speech. Postings are instan-taneously accessible worldwide, and thus are communicated to an undefined audience largely without any restrictions. A user may have good reasons to preserve his anonymity, especially where strong opinions are concerned. Anonymity may encourage people to express opinions, reveal something personal about themselves or engage in online activities that they otherwise would not express if the opinion or activity could be attributed to them. Such cases include abuse victims who may wish to remain anonymous, or anyone else who fears unpleasant consequences when identified. This could most recently be witnessed during the Arab spring, where many political dissidents posted information about the regimes’ repercussions against civilians. It was the perceived anonymity on the Internet that allowed them to disseminate material without fear of consequences. Research in the early days of the Internet also proved that membership in gay/lesbian newsgroups and the available opportunity to share one’s experiences and emotions anonymously and freely led to an increased self-acceptance of these individuals. Online anonymity may also help young people in their own personal development as they express themselves without any negative social consequences. These speakers do not commit any wrong by posting their opinions or experiences but may fear becoming subject to backlashes.

While there are good reasons to remain anonymous and anonymity may encourage free speech, it may also discourage responsibility. Online anonymity is not always used for a good purpose: users may abuse anonymity to engage in anti-normative or anti-social behaviour. Undeniably, anonymity constitutes a disinhibiting factor that affects what people are prepared to say in computer-mediated communication.

Anonymity has traditionally been thought to be more likely to create negative outcomes. Obviously, anonymous as well as pseudonymous speech poses challenges to the tort of defamation and other unwanted behaviour. Hence, Facebook argues that by enforcing the real name policy, it is pursuing a mission of trust and security. Google CEO Eric Schmidt went even a step further and called online anonymity “dangerous”. This may refer to the fact that people may hide behind their perceived anonymity and defame third parties; but it also may refer to the fact that although an Internet service provider is not liable for all content, it may be equally responsible for the content to some extent.

The use of nicknames and fake names may put victims of cyber bullying and defamation in a difficult position: where there are no clues and evidence in relation to the true identity of the perpetrator, the victims need to obtain a disclosure order against the Internet service provider in order to obtain further information so that the perpetrator may be held accountable. Even then the disclosure of the identity of an anonymous poster is only possible to a certain extent, namely tracing back his IP address, which can be time- and cost-consuming. A defamation victim will have to obtain an order against the Internet service provider for disclosure of the registration data provided by the alleged tortfeasor, in-
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including his email address and the IP addresses of all computers used to access the Internet service using that particular registration data. In the following a further disclosure order against the Internet access provider is needed to obtain the account subscriber’s details. An IP address alone is not sufficient to identify the actual tortfeasor. Even where the Internet access provider holding information about the subscriber of a specific IP address at a certain time discloses the identity information following a court order, the information may not be sufficient to identify the tortfeasor where a connection is shared by several users. Thus, instead of trying to uncover the identity of an author and then proceed in suing him directly, defamation victims may turn to bringing an action against the Internet service provider to block access to the defamatory post if it does not do so voluntarily. In this regard, due to the ubiquitous nature of the Internet, they may also be faced with questions of jurisdictions and immunities afforded to online intermediaries, such as those stemming from the E-commerce Directive. A real name policy, where each communication can be attributed to a real person, would immediately eliminate these problems for defamation victims. However, a real name policy can only work where the registration data has been verified. Even then, someone may get access to a third party’s account, most likely where unsecure passwords are used.

There clearly is a conflict between protecting online anonymity/pseudonymity and the equally privacy-related question of accountability for anti-normative behaviour. As relates to a mandatory real name policy, one should take into consideration whether a real name policy can succeed in fixing anti-social and anti-normative behaviour. In this respect, there is even evidence from a country that experimented with mandatory real names on a large scale. In 2007, South Korea implemented a real name verification law. The law required participants of discussions on the Internet to pass a verification process in order to express their opinions on websites with over 100,000 viewers. The goal of this law was to reduce undesirable and anti-normative postings by changing the level of anonymity in which linkability and traceability are enhanced. Although some suggested that the law had some effects on user behaviour, a study by the Korea Communications Commission found that the system had been ineffective in preventing people from posting abusive messages. In fact, malicious comments decreased by only 0.9% in 2008. The Korean case provides real-life evidence that fear of judgement will not significantly change online behaviour for the better.

The effect on other anti-social or illegal behaviour also has not been clearly proven. Facebook Ireland Ltd. described that Facebook’s User Operations Team takes substantial efforts to investigate potential fake and imposter accounts created by adults to make contact with teenagers, created by teenagers to bully other teenagers and created by adults to harass others. Unfortunately, Facebook has refrained from making publicly available any statistics of fake identities used for anti-normative or anti-social behaviour. Instead it emphasises the importance of real identities to protect children in the online space. This argument is weak considering that Facebook does not allow children under the age of 14 to register. Obviously, grooming is a problem on the Internet, but a real name policy does not prevent grooming, nor is grooming a substantial problem for Facebook where users usually interact with “friends”.

Facebook’s long-standing policy of making people use their real name also did nothing to prevent people using the social network to insult others. A real name policy is also no fix to the phenomenon of cyber bullying. Cyber bullying continues regardless of whether real names are used or not. Research has shown that cyber bullying often occurs in the context of social relationships, which challenges the assumption that it is anonymous. In the recent prominent case of Amanda Todd, who committed suicide after being bullied on Facebook, bullying occurred by classmates and acquaintances. It seems that online communication is merely an additional channel for traditional bullying, though anonymity may have a disinhibiting effect on what is posted. Other than the slanderous words, bullying on Facebook is fixed. However, the roots for bullying lie in the real social environment.

Thus, Google CEO Eric Schmidt’s assumption that online anonymity is “dangerous” is not true as such. Similarly, the argument that Facebook pursues a mission of trust and security does not seem convincing. Anonymous speech has its pros and cons, but there is nothing to suggest that a real name policy is a fix to anti-normative or anti-social behaviour. It may limit such behaviour, but whether that extent outweighs the advantages of anonymous speech is questionable. Allowing the pseudonymous use would also not hinder Facebook from employing security measures such as access control and authentication mechanisms, which can still be used where pseudonyms are permitted.

**D. Conclusion**

It is of particular interest how this case will proceed – not so much in terms of the real name policy but the applicable law to Facebook. The real name policy is what triggered the discussion of a much wider issue, namely whether Facebook can carry on showing little regard for the privacy of its users and ignore national privacy laws.
The question of who controls Facebook is substantial. Are national efforts to regulate futile against a globalised multinational cooperation? If each state asserts jurisdiction over the same website, then inevitably the rules for users around the world will vary depending on their residency. Facebook rules already vary to some extent, with a special set of rules applying only to users in Germany.\textsuperscript{136} Germany has been deemed the fiercest critic of Facebook due to its deep commitment to privacy.\textsuperscript{136}

Facebook can escape the application of strict German law only if Facebook Ireland Ltd. is the controller of personal data processing and no establishment of Facebook controls user data in Germany. The Facebook companies thus will have to disclose their internal organisational structure for the processing of personal data. As of now, Facebook’s external presentation does not distinguish between Facebook Ireland Ltd. and Facebook Inc., so the companies and their activities are difficult to separate from each other.\textsuperscript{127}

In a wider context and with regards to competent supervisory authority in such matters, the case could set a precedent and render the implementation of a one-stop-shop solution as favoured by European Commissioner for Justice Viviane Reding unnecessary. Reding has been supporting “one-stop shop” for the clarification of data protection questions – a unified EU policy and a clear point of contact for every company. The European Commission’s draft for a new EU data protection regulation proposes that in situations where Internet companies have several offices in Europe, the supervisory authority for those companies should be handled by the Member State in which they have their European headquarters.\textsuperscript{128} For Facebook, this would mean that the Irish government’s Data Protection Commissioner would be responsible for the concerns of all EU citizens relating to the company’s privacy policies because the headquarters are in Ireland. Such a centralisation of supervisory authority has been criticised by the Committee on Civil Liberties, Justice and Home Affairs of the European Parliament under Rapporteur Jan Philipp Albrecht. Under his draft of a new data protection regulation, EU data subjects would still be able to address the authority in their place of residency and in their own language.\textsuperscript{129} Each applicable data protection authority would be competent to supervise processing operations within its territory or affecting local data subjects. The local supervisory authority in the Member State would be competent but not solely responsible. There will be a lead supervisory authority at the place of the main establishment which acts as a single contact point for the controller or the processor and ensures coordination with all other data protection authorities involved.\textsuperscript{130} The lead authority shall also consult the other authorities before adopting a measure.\textsuperscript{131} Under the Albrecht Draft, there would also be a European Data Protection Board equipped with a veto power which may adopt a final decision. Under the Reding Draft, the European Commission would have had the final word in unresolved disputes.

The Reding Draft as well as the approach by the appeals court OVG Schleswig are clearly advantageous for companies that process personal data. They have a single point of contact for resolving issues. As a consequence, this could lead to business corporations establishing their European headquarters where data protection supervision is weak. As of now, Facebook has chosen Ireland as the place for its European headquarters due to advantageous tax laws, but it is not unlikely that corporations may seek lax data protection supervision in future. The same competition between countries could occur in relation to data protection as is known from the field of tax law.\textsuperscript{132}

As concerns real name policies in general, providers of social networks clearly have identified the potential of big data and aim to monetize the accumulated data as business entities. Specifically, Facebook is considered so valuable because it is in fact a data machine that retains every mouse click and interaction of its users.\textsuperscript{133} With Facebook’s vast database of users’ likes, relationship statuses, personal information, photos and shares, it can offer advertisers the possibility to target their ads to the right audience.\textsuperscript{134} By the ubiquitous “like” button, Facebook is able to compile consumer profiles. In addition, the Facebook Connect service allows users to log into millions of websites using their Facebook user ID and password, and also reports back about their activity on those sites.\textsuperscript{135} In the following, Facebook can sell advertising space to advertisers that allows them to precisely address the audience they covet.\textsuperscript{136} This function is not disabled by users using pseudonyms, however. Their consumer behaviour and consumer profile can still be tracked; the only difference is that the data subject acts under a fake name.

Being forced to abandon the real name policy would not jeopardise the future of Facebook. However, it influences the value of Facebook. Facebook’s shares lost almost half their value following revelations that as many as 8.7% of Facebook’s 955 million user accounts may be fake and up to 5% of active accounts duplicates.\textsuperscript{137} It may also put at risk further business models of Facebook. Facebook already serves as an identity provider by offering other websites use of its identity system rather than requiring users to create a new profile. One may also think that user information on Facebook is used to determine the creditworthiness of said user. This idea is not as far-fetched as one might think. In 2012, a German credit agency commissioned a research project to use Facebook to study a person’s relationships in order to determine how that might affect their ability to pay their bills.\textsuperscript{138} Following protest by German pol-
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