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article presents an overview of these issues and of 
the extent to which tort liability may be utilized un-
der Portuguese law as a potential means of protec-
tion against disinformation.

Abstract:  Disinformation, largely enhanced by 
the advent of the Internet and social networks, is one 
of the most serious challenges to the proper func-
tioning of democratic systems today. In societies 
based on freedom of expression, protection against 
disinformation raises complex problems of reconcil-
ing of values. This has been highlighted in particu-
lar by recent developments in Portuguese law. This 

A. Outline of the problem

1 In an essay published at the dawn of the new century, 
Oliveira Ascensão noted the following about the then 
emerging information society: 

“We are at a time when amazing possibilities open 
up – which man can use or not, or even misuse.”1

2 Among the most vivid expressions of the latter 
alternative is the phenomenon, now more topical 
than ever, of disinformation. This will be taken 
here to mean the creation, presentation, and 

*        Full Professor at the Faculty of Law of the University of 
Lisbon. President of the Portuguese Intellectual Property 
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1  See “E agora? Pesquisa do futuro próximo”, in Estudos sobre 
Direito da Internet e da Sociedade da Informação, Coimbra, 2001, 
pp. 45 ff. (p. 65).

dissemination of demonstrably false or misleading 
information, for profit or with the intention of 
deceiving its addressees, and which may cause 
damage to public interests.

3 Disinformation is not to be confused with illegal 
content disseminated by the media, which 
includes, among many others, hate speech, 
incitement to commit crimes, child pornography 
or the unauthorised reproduction of works and 
performances protected by copyright and related 
rights. While disinformation may well comprise such 
content, it typically includes other material, which 
is not covered by any specific legal prohibitions 
because it is false or misleading.

4 Strictly speaking, disinformation is not a new 
phenomenon: it has probably existed since power 
and control over scarce resources were fought 
over among human communities. But the advent 
of the Internet and social media has exponentially 
increased the scale on which it is practised and 
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the damage it can cause to society at large and to 
individuals within it.2

5 Several recent events reveal the harmful potential of 
misinformation disseminated through those media. 
Among many others are the 2016 Brexit referendum,3 
the US presidential elections of 20164 and 2020,5 the 
opposition moved in several countries to the Covid 
19 vaccination campaigns,6 and the military invasion 
of Ukraine by Russia in 2022.7 

B. The values at stake. In particular, 
freedom of expression

6 One may however ask how disinformation can be 
regulated. The question is not easy to answer, since 
essential values related to the rule of law are at 
stake here. These include freedom of expression, as 
enshrined in the European Convention on Human 
Rights,8 in the Charter of Fundamental Rights of 
the European Union,9 and in the constitutions of its 

2 See Ariana Expósito Gázquez, “La (des)información en la 
red”, Revista digital de Derecho Administrativo, 2022, pp. 259 ff.

3  Take, for example, the statement by Gisela Stuart, leader of 
Vote Leave, to BBC Radio 4 in April 2016, accordingly to which 
“[e]very week we send £350m to Brussels...I would spend it 
on the NHS”, which was defined as “potentially misleading” 
on 21 April 2016 by the Chair of the UK Statistics Authority.

4 In respect of which Colin Stretch, General Counsel of 
Facebook, admitted before the US Congressional Judiciary 
Committee on 30 October 2017 that “[p]osts from Russian-
backed Facebook accounts from January 2015 to August 
2017, by Facebook’s estimation, reached potentially half of 
the 250 million Americans who are eligible to vote”.

5 See, e.g., Donald Trump’s statement on Twitter on 29 
November 2020: “No way we lost this election!”.

6 On which there was no shortage of claims such as “[t]he 
Covid-19 vaccines are designed to make us into genetically 
modified organisms” (quoted by Jack Goodman and Flora 
Carmichael in “Coronavirus: False and misleading claims 
about vaccines debunked”, BBC News, 26 July 2020).

7 Mention should be made, among many others, of the 
statement made on 1 March 2022 by Sergey Lavrov, Russian 
Foreign Minister, in a speech before the United Nations 
Human Rights Council according to which: “The Russian 
special military operation in Ukraine seeks to save people, 
demilitarize and denazify this state in order to prevent such 
things from happening again”.

8 Article 10.

9 Article 11.

Member States.10

7 No less relevant, though, are the integrity of the 
democratic process, which recent history proves 
to be severely undermined by the systematic and 
large-scale dissemination of disinformation; national 
security, potentially weakened by public decisions 
and policies based on false or distorted information; 
and the free and informed consent of citizens in the 
exercise of their civil rights and liberties, which can 
be vitiated by disinformation.11

8 The legal regulation of disinformation must 
therefore be obtained by weighing the relative 
import in individual cases of these values; none 
of them is an absolute, and democratic integrity is 
not an end in itself, but rather is instrumental in 
serving the effectiveness of popular sovereignty 
and the democratic principle.12 This is why the 
Portuguese Constitutional Court has recognized 
that the protection of freedom of expression ceases 
“where it may jeopardize the essential content of 
another right or intolerably affect social morality 
or the fundamental values and principles of the 
constitutional order”.13 

9 It is accordingly crucial to ensure that the democratic 
principle is not undermined by the abusive exercise 
of freedom of expression through disinformation 
practices – an actual risk in liberal democracies, as 
shown by the examples mentioned above and as was 
already noted by Hannah Arendt more than 70 years 
ago:

“Propaganda is one, and possibly the most 
important, instrument of totalitarianism for 
dealing with the nontotalitarian world.”14

10 As is the case of the Portuguese Constitution: see Article 37.

11 See in this regard, assimilating disinformation in 
contemporary societies to the shadows projected on the 
cave wall of Plato’s well-known allegory, Iolanda Rodrigues 
de Brito, “The world of shadows of disinformation: the 
emerging technological caves”, Revista da Faculdade de 
Direito da Universidade de Lisboa, 2022, pp. 365 ff.

12 See, on this point, Jónatas Machado, Liberdade de expressão. 
Dimensões constitucionais da esfera pública no sistema social, 
Coimbra, 2002, pp. 79. 

13 Judgment No. 81/84, Diário da República, II series, No. 26, of 
31 January 1985, pp. 1025 ff.

14 See The Origins of Totalitarianism, Orlando, etc., 1951, p. 344.
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C. The European Disinformation 
Action Plan

10 It was in the context of some of the experiences 
alluded to above that the European Union adopted in 
2018 the European Action Plan Against Disinformation.15

11 Recognising the threat that disinformation poses to 
democratic processes and other public goods, such 
as the environment or the health and safety of Union 
citizens, this document sets as its fundamental 
objective the formulation of a coordinated response 
to disinformation, articulated around four pillars: 
(a) improving the capabilities of Union institutions 
to detect, analyse and expose disinformation; (b) 
strengthening coordinated and joint responses to 
disinformation; (c) mobilising the private sector to 
tackle disinformation; and (d) raising awareness and 
improving societal resilience.

12 Each of these pillars is in turn broken down into 
separate projected actions by the EU institutions and 
the Member States aimed at mitigating the risks of 
misinformation. 

13 The plan is, in any case, a programmatic text, from 
which no rules directly applicable to concrete 
situations capable of being characterised as acts 
of disinformation can be extracted. It is rather the 
expression of a policy, which needs to be translated 
into legal instruments of European or national scope. 
The latter will be addressed in the following.

D. The Portuguese Charter of 
Human Rights in the Digital Age

14 Among the statutes adopted by the Member States 
of the European Union with incidence on the 
matter under discussion is the Portuguese Charter 
of Human Rights in the Digital Era, approved during 
the Portuguese presidency of the Union by Law No. 
27/2021, of 17 May 2021.

15 This law enshrines several individual rights related 
to access to and use of digital media. Among them, 
the following stand out: (a) The right of access to 
the digital environment, under which the State is 
responsible for promoting, among other things, 
the creation of a social tariff for access to Internet 
services applicable to economically vulnerable 
users; (b) The guarantee of access to and use of the 
Internet: the intentional interruption of Internet 
access, whether partial or total, or the limitation of 
the dissemination of information or other content 
are prohibited, except in circumstances provided 

15 JOIN (2018) 36 final, of 5 December 2018.

for by law; (c) The right to privacy in a digital 
environment: everyone has the right to communicate 
electronically using encryption and other forms 
of identity protection or to avoid the collection of 
personal data, namely to exercise civil and political 
liberties without censorship or discrimination; (d) 
The use of artificial intelligence and robots is to be 
guided by the respect for fundamental rights; (e) The 
right to Internet neutrality: content transmitted and 
received in the digital environment should not be 
subject to discrimination, restriction or interference 
in relation to the sender, recipient, type or content 
of the information; (f) The right to be forgotten; (g) 
The right to cybersecurity; (h) The right to creative 
freedom and content protection in the digital 
environment; and (i) The right to protection against 
abusive geolocation.

16 Several provisions of the Charter, as has been noted,16 
seem redundant in the light of the Constitution and 
ordinary law, which regulates, for example, the 
protection of personal data, as well as copyright 
and related rights against their misuse in the digital 
environment. It is true that, according to Article 16(1) 
of the Portuguese Constitution, the fundamental 
rights enshrined therein do not exclude any others 
set out in applicable international laws and legal 
rules. However, most of the fundamental rights 
enshrined in the Constitution extend to the digital 
environment. A specific regulation of the exercise of 
those rights in this area would not therefore seem 
strictly necessary.

E. The right to protection 
against misinformation

17 Nevertheless, an exception to this redundancy is 
found in Article 6 of the Charter, which enshrines 
the right to protection against disinformation, 
which Paragraph 2 of that provision defines in the 
following terms:

“any demonstrably false or misleading narrative 
created, presented and disseminated for obtaining 
an economic advantage or deliberately deceiving 
the public, and which is likely to cause public harm, 
namely a threat to democratic political processes, 
public policy-making processes and public assets.”

18 Disinformation would include, according to 
Paragraph 3, “the use of manipulated or fabricated 
texts or videos, as well as practices for flooding 
electronic mailboxes and the use of networks of 
fictitious followers”.

16 See Domingos Soares Farinho, “The Portuguese Charter of 
Human Rights in the Digital Age: A Legal Appraisal”, Revista 
Española de la Transparencia, 2021, pp. 85 ff.
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19 Under Article 6(1), the State is to ensure compliance 
in Portugal with the European Disinformation Action 
Plan, in order to protect the society against de jure 
or de facto natural or legal persons who produce, 
reproduce or disseminate a narrative considered to 
be disinformation.

20 Furthermore, according to Paragraph 5, everyone 
is entitled to submit complaints against the entities 
that perform the acts referred to in Article 6 of 
the Charter, and have them examined by the 
Media Regulatory Authority. In those cases, also 
in accordance with Paragraph 5, the means of 
action referred to in Article 21 of the Charter 
(which regulates popular action for defence of the 
provisions of the Charter) and the provisions of Law 
No. 53/2005, of 8 November 2005, which created 
the said Authority, concerning complaints and 
sanctions, are applicable.

21 The State was also charged, under the terms of 
Paragraph 6, to support the creation of fact-checking 
structures by duly registered media organs and 
to encourage the attribution of quality seals by 
trustworthy entities endowed with the status of 
public utility.

F. Questions of constitutionality. 
Revision of the Charter 

22 Were it accepted that, under Article 6 of the 
Charter, the Portuguese Media Regulator (“Entidade 
Reguladora da Comunicação Social”) would be 
authorised to order the rectification or removal 
of information classified by it as disinformation, 
then that provision would permit a restriction, of 
indefinite scope, on freedom of expression.

23 However, under the terms of Article 18, Paragraphs 
2 and 3, of the Constitution, such a restriction – like 
that of any other fundamental right –, since it is not 
expressly provided for in the Constitution, is only 
permissible under strict conditions.17 These include 
the requirement that restrictions on fundamental 
rights be justified by the need to safeguard other 
constitutionally protected rights or interests; that 
they be proportionate; that they be defined by law; 
and that they do not reduce the extent and essential 
content of the rights, freedoms and guarantees.

24 It is therefore not surprising that, on 29 July 
2021, the President of the Republic asked the 
Constitutional Court to review the constitutionality 

17 See, for an in-depth discussion of the subject, Jorge Reis 
Novais, As restrições aos direitos fundamentais não expressamente 
autorizadas pela Constituição, Coimbra, 2003, especially pp. 
289 ss.

of Article 6 of the Charter.18 Among the reasons 
invoked by the President of the Republic for the 
potential unconstitutionality of this provision 
was the deficient legal definition of the concept 
of disinformation. According to the President, the 
concepts used in the law for this purpose were too 
vague and indeterminate and could, as a result, 
restrict the content of freedom of expression 
disproportionately, this in violation of Article 18 of 
the Constitution and the parliamentary law reserve 
established therein. Article 6 would, on the other 
hand, involve the risk of censorship: the use of vague 
and indeterminate concepts to define disinformation 
could, in effect, have a censorial result, which would 
also be unconstitutional. Finally, it was noted in 
the request for a constitutionality review of the 
provision in question that it failed to indicate the 
scope of action and the attributions of the structures 
that would be responsible for supervising the 
verification of the veracity of facts reported in the 
media in order to confer “quality seals”.

25 On 18 May 2022, the Portuguese Ombudsperson 
(“Provedora de Justiça”) also requested the 
Constitutional Court to review the constitutionality 
of Article 6, Paragraphs 5 and 6, of the Charter.19 As 
stated in the respective request:

“[W]ithout legal criteria for its action, a 
specification of the concrete measures that, in 
this field, it may adopt, as well as a specifically 
designed architecture for the control of the 
exercise of these new powers that would minimally 
protect and safeguard the exercise of freedom of 
expression and information, the legal provision for 
the intervention of ERC [Entidade Reguladora da 
Comunicação Social] in the field of the fight against 
disinformation is intolerable in a democratic State 
based on the rule of law.”20

26 On the other hand, the Ombudsperson stressed that 
the law did not ensure that fact-finding structures, 
which may benefit from support from the State, would 
be in a position to guarantee their independence 
from the Government, the Administration, and other 
public powers.21 

27 On 17 June 2022, the Liberal Initiative Party proposed 
to Parliament that Article 6 be repealed, on the 
grounds of the risks of censorship that it allegedly 

18 See the text of the request at https://www.presidencia.pt.

19 The text of the request is available at https://www.
provedor-jus.pt.

20 Paragraph 57.

21 Paragraph 66.
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entailed.22 On the same date, the Socialist Party 
submitted a more limited proposal for amendment, 
which was eventually approved by Parliament.23 
Following these initiatives, Law No. 15/2022, of 
11 August 2022, amending Law No. 27/2021, was 
adopted. As a result of that amendment, Article 6(1) 
of the Charter now reads as follows: 

“The State shall ensure compliance in Portugal 
with the European Disinformation Action Plan 
in order to protect society against natural or 
legal persons, de jure or de facto, who produce, 
reproduce or disseminate narratives considered 
to be disinformation.”

28 All remaining paragraphs of Article 6 were repealed. 
The title of the provision retains the reference to 
a “right to protection against disinformation”. 
However, the current Paragraph 1 enshrines, at 
most, a duty of the State to protect society against 
disinformation. Thus, no specific substance is 
given to that right by the provision as it stands. 
Moreover, no specific means are provided to 
enforce it. In particular, no public entity is entrusted 
with monitoring and curbing specific acts of 
disinformation. The position of Portuguese law in 
this respect is now therefore fundamentally the 
same as before the Charter was approved.

G. Self-regulation as an alternative?

29 Private enforcement of a right to protection 
against disinformation is, in principle, permitted. 
Information society service providers, in particular 
those providing virtual hosting services on online 
platforms, storing therein and disseminating to 
the public information produced by the recipients 
of those services, may therefore adopt their own 
policies in that regard, which are often set out in 
their terms and conditions. These are important 
forms of self-regulation of the activity developed 
by these economic agents.

30 However, significant doubts arise regarding the 
extent to which it will be possible to ensure effective 
protection against disinformation if this task of the 
State is delegated to the providers of information 
society services – not least because there would 
appear to be no consensus among the proprietors of 
the companies that operate those platforms as to the 
admissibility and scope of a control of the exercise of 
freedom of expression through the aforementioned 

22 Bill No. 179/XV/1.ª, available at https://www.parlamento.
pt.

23 Bill No. 180/XV/1.ª, available at https://www.parlamento.
pt.

policies.24 

31 Even when such control is implemented by 
companies operating online platforms and social 
networks, general contractual terms enshrining 
such control may prove to be inconsistent with core 
rules of the legal system, as is illustrated by a recent 
judgment of the German Federal Court.25 This ruled 
that the provider of a social network is, in principle, 
entitled to require that users of its network respect 
objective and verifiable communication standards 
which go beyond legal requirements, and also may 
reserve the right to take certain measures in case of 
violation of those standards, including deletion of 
individual contributions and blocking access to the 
network. However, the Court added in this respect:

“[The] social network provider must undertake in 
its terms and conditions to inform the user of the 
removal of its contribution, at least immediately 
thereafter, and of a possible blocking of its user 
account in advance, to inform it of the reason 
for this and to give it the opportunity to make a 
counterclaim, which is followed by a new decision 
with the possibility of making the removed 
contribution accessible again. If there is no clause 
to this effect in the terms and conditions, these are 
ineffective pursuant to § 307 Paragraph 1, sentence 
1, of the Civil Code.”26

32 This was precisely the case under discussion in the 
judgment, which found that Facebook’s Terms and 
Conditions provided for no such a possibility. 

H. Liability for misinformation?

33 One may moreover ask whether liability in tort can 
be invoked against perceived disinformation.

34 Article 37(4) of the Portuguese Constitution 
enshrines the principle according to which everyone 
is guaranteed the right to be compensated for 
damage suffered as a result of offences committed 
in the exercise of freedom of expression. But such 
a compensatory claim can only be granted if the 
general requirements of tort liability are met.

24 As evidenced by Elon Musk’s statement after having 
acquired a well-known American social network: “The bird 
is freed” (Twitter, 28 October 2022). 

25 Judgment of 29 July 2021, case No. III ZR 179/20, available at 
https://juris.bundesgerichtshof.de.

26 This provision reads as follows: “Provisions in standard 
business terms are ineffective if, contrary to the 
requirement of good faith, they unreasonably disadvantage 
the other party to the contract with the user”.
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35 In light of Article 483, Paragraph 1, of the Portuguese 
Civil Code, only the following variants of unlawful 
acts give rise to tort liability: (a) The infringement 
of a subjective right of another person (for example, 
a right of personality); (b) The infringement of a 
protective legal provision (which must specifically 
protect private interests, as is the case, for example, 
with rules on unfair competition, and not only 
public interests); and (c) The abuse of rights, whose 
unlawfulness is provided for in Article 334 of the 
Civil Code.27 

36 Except to the extent that it may be construed as an 
abuse of freedom of expression,28 disinformation, in 
the sense mentioned above, will hardly fall into any 
of these categories.

37 In particular, it would not seem possible to construe 
disinformation, for the purposes of the first variant 
of unlawfulness provided for in Article 483(1) of 
the Civil Code, as a violation of a subjective right to 
protection against disinformation – which, as seen 
above, the revision of the Portuguese Charter of 
Human Rights in the Digital Age carried out by Law 
No. 15/2022, of 11 August 2022, has eradicated from 
that normative text.

38 But even if this were not the case, it is important 
to bear in mind that the Portuguese Law on 
Electronic Commerce (Decree-Law No. 7/2004, of 
7 January 2004), which implemented the European 
Union Directive on the same subject,29 establishes 
important exemptions from liability for information 
society service providers that host harmful content 

27 In this sense, Antunes Varela, Das Obrigações em geral, vol. I, 
10th ed., Coimbra, 2003, pp. 533 ff. Reservations are however 
formulated regarding the third variant of unlawfulness 
mentioned in the text by António Menezes Cordeiro, 
Tratado de Direito Civil, vol. VIII, Coimbra, Almedina, 2014, pp. 
454 ff. For a comparative outlook, see our Comparative Law of 
Obligations, Cheltenham/Northampton, 2021, pp. 275 ff.

28 As admitted by Mafalda Miranda Barbosa in situations 
where “the facts in question are manifestly and consciously 
false, and were disseminated to obtain an advantage at 
the expense of sacrificing the information of others”: 
see “Fake news e fact-checkers: uma perspetiva jurídico-
civilística”, Revista de Direito da Responsabilidade, 2021, pp. 
733 ff. In the sense that freedom of expression, although 
not requiring the truth of the facts expressed or the logical 
correctness of the reasoning, “does not allow, however, the 
conscious act of deceiving others”, see Elsa Vaz de Sequeira, 
“Responsabilidade Civil e liberdade de expressão”, Revista de 
Direito da Responsabilidade, 2021, pp. 63 ff.

29 Directive 2000/31/EC of the European Parliament and of the 
Council of 8 June 2000 on certain legal aspects of information 
society services, in particular electronic commerce, in the 
Internal Market.

in their infrastructures.

39 In fact, pursuant to Article 12 of that Law, online 
intermediary service providers are under no general 
obligation to monitor the information that they 
transmit or store, nor to investigate possible offences 
practised within their scope; and under the terms of 
Article 16, Paragraph 1, an intermediary provider 
of the server storage service will only be liable for 
the information stored, under the common rules, 
where it has actual knowledge of an obviously illegal 
activity or information and fails to act expeditiously 
to remove or to disable access to such information.

40 This reflects the fundamental rule that, for a quarter 
of a century, has governed this matter across the 
Atlantic and which has been said to be “one of 
the most valuable tools for protecting freedom of 
expression and innovation on the Internet”,30 even 
if, paradoxically, it is inserted in a statute originally 
intended to limit that freedom – section 230 of the 
US Communications Decency Act, of 1996, according 
to which: 

“No provider or user of an interactive computer 
service shall be treated as the publisher or 
speaker of any information provided by another 
information content provider.”

41 This provision resonated, in what concerns copyright 
infringements, in the US Digital Millennium 
Copyright Act, enacted in 1998, section 512 of which 
protects compliant Internet service providers against 
liability arising from the making available online of 
copyright-protected material, while adding to it a 
notice and take down mechanism that is regulated 
as follows:

“A service provider shall not be liable for monetary 
relief, or, except as provided in subsection 
(j), for injunctive or other equitable relief, for 
infringement of copyright by reason of the storage 
at the direction of a user of material that resides on 
a system or network controlled or operated by or 
for the service provider, if the service provider—

(A) (i) does not have actual knowledge that the 
material or an activity using the material on the 
system or network is infringing; (ii) in the absence 
of such actual knowledge, is not aware of facts or 
circumstances from which infringing activity is 
apparent; or (iii) upon obtaining such knowledge or 
awareness, acts expeditiously to remove, or disable 
access to, the material;

(B) does not receive a financial benefit directly 
attributable to the infringing activity, in a case in 

30 Such is the view expressed, e.g., by the Electronic Frontier 
Foundation: cf. https://www.eff.org/issues/cda230.
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which the service provider has the right and ability 
to control such activity; and

(C) upon notification of claimed infringement as 
described in paragraph (3), responds expeditiously 
to remove, or disable access to, the material that 
is claimed to be infringing or to be the subject of 
infringing activity.”

42 This knowledge-based approach to liability of hosting 
service providers later found acceptance in the 
European Directive on Electronic Commerce, whose 
Article 14, Paragraph 1, states that:

“Where an information society service is provided 
that consists of the storage of information provided 
by a recipient of the service, Member States shall 
ensure that the service provider is not liable for 
the information stored at the request of a recipient 
of the service, on condition that: (a) the provider 
does not have actual knowledge of illegal activity 
or information and, as regards claims for damages, 
is not aware of facts or circumstances from which 
the illegal activity or information is apparent; or 
(b) the provider, upon obtaining such knowledge 
or awareness, acts expeditiously to remove or to 
disable access to the information.”

43 Albeit not always peacefully accepted,31 the rule 
in question is justified, as this author has noted 
elsewhere,32 by the need to render the Internet 
and the development of e-commerce viable, which 
otherwise would be significantly impaired if the 
service providers in question were to be held liable 
without limitation for financial losses caused by 
the contents they host on their servers, but fail to 
control.33

44 Protection against misinformation through tort 

31 See, for example, António Araújo’s interrogation in Diário de 
Notícias, 6 November 2022: “The issue is not one of freedom 
of expression or censorship, as Elon Musk and other false 
‘libertarians’ like him claim. The question is one of liability: 
is it acceptable that a commercial company disseminates lies 
on a planetary scale, spreads hatred among millions, makes 
billions in profits with that and is not held accountable?”.

32 See Problemática internacional da sociedade da informação, 
Coimbra, 2005, p. 321.

33 See, on this, in more recent literature, Folkert Wilman, “The 
EU’s system of knowledge-based liability for hosting service 
providers in respect of illegal user content – between the 
e-Commerce Directive and the Digital Services Act”, JIPITEC 
– Journal of Intellectual Property, Information Technology and 
E-Commerce Law, 12 (2021) 3; and Pedro de Miguel Asensio, 
Derecho Privado de Internet, 6th ed., Madrid, 2022, pp. 294 ff.

liability of the providers of such services is thus 
excluded in a wide range of situations, in Portugal 
and in several other countries.

I. The EU Digital Services Act 
and disinformation

45 It is of interest, in this regard, to inquire whether 
the recent European Union Digital Services Act,34 
which will apply from 17 February 2024, will alter 
the situation described above.

46 This European legal instrument, which took the form 
of a Regulation, also aims to combat disinformation.35 
However, it preserves, albeit amended, the approach 
underlying the liability exemptions provided for 
in the e-commerce Directive, Articles 12 to 15 of 
which are replaced by Articles 4, 5, 6 and 8 of the 
Regulation.36 

47 Such is the purpose notably of Article 6(1), according 
to which the virtual hosting service provider will not 
be liable for the information it stores at the request 
of the recipients of its services, provided that: (a) it 
has no actual knowledge of illegal activity or illegal 
content and, as regards claims for damages, is not 
aware of facts or circumstances from which the 
illegal activity or illegal content is apparent; or (b) 
upon obtaining such knowledge or awareness, acts 
expeditiously to remove or to disable access to the 
illegal content.37

48 Article 8 of the Regulation states that there is to be 
no general obligation to monitor the information 

34 Regulation (EU) 2022/2065 of the European Parliament and 
of the Council of 19 October 2022 on a single market for 
digital services and amending Directive 2000/31/EC.

35 See in particular recitals 2, 9, 69, 83, 84, 88, 95, 104, 106 and 
108.

36 See Article 89 of Regulation (EU) 2022/2065. In light of 
Article 8(4) of the Portuguese Constitution, pursuant to 
which “[t]he provisions of the treaties that govern the 
European Union and the norms issued by its institutions in 
the exercise of their respective competences are applicable 
in Portuguese internal law in accordance with Union law and 
with respect for the fundamental principles of a democratic 
state based on the rule of law“, the Regulation’s provisions 
on the liability of Internet service providers will necessarily 
prevail over the abovementioned domestic provisions on 
the same subject that transposed the E-Commerce Directive.

37 See, on the Regulation’s provisions on hosting service 
providers’ liability, Pedro de Miguel Asensio, Manual de 
derecho de las nuevas tecnologías: Derecho digital, Cizur Menor, 
2023, pp. 69 ff.
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which providers of intermediary services transmit or 
store, nor will an obligation actively to seek facts or 
circumstances indicating illegal activity be imposed 
on those providers.

49 However, the Regulation enshrines a number of 
new ancillary duties for the service providers 
concerned, which seek to mitigate the risks of 
their infrastructures being used for disinformation 
purposes.38

50 These include the requirement for providers of very 
large online platforms and very large online search 
engines to diligently identify, analyse and assess all 
systemic risks arising, in the European Union, from 
the design or functioning of their service and its 
related systems, including algorithmic systems, or 
from the use of their services (Article 34(1)). This risk 
assessment includes, according to point (c) of the 
same provision, “any actual or foreseeable negative 
effects on civic discourse and electoral processes, 
and public security”.

51 Under Article 35(1), the same service providers 
must put in place reasonable, proportionate, and 
effective mitigation measures, tailored to the specific 
systemic risks identified under Article 34, taking into 
account in particular the impact of such measures 
on fundamental rights. These measures may 
include, according to point (c), “adapting content 
moderation processes, […] and, where appropriate, 
the expeditious removal of, or the disabling of 
access to, the content notified”. Service providers 
must nevertheless, pursuant to Article 14(1), include 
in their terms and conditions information on any 
restrictions that they impose in relation to the use 
of their services in respect of information provided 
by the respective recipients, notably any policies, 
procedures, measures or tools used for the purpose 
of content moderation.

52 In addition, under Article 45(1) of the Regulation, 
the Commission and the European Board for 
Digital Services are to encourage and facilitate the 
drawing up of voluntary codes of conduct at Union 
level to contribute to the proper application of this 
Regulation, considering in particular the specific 
challenges of tackling different types of illegal 
content and systemic risks. A co-regulation model on 
disinformation is thus enshrined in the Regulation. 
In order to implement it, a strengthened Code of 
Practice on Disinformation was adopted in 2022.39

38 See, on this point, Joris van Hoboken & Ronan Ó Fathaigh, 
“Regulating Disinformation in Europe: Implications for 
Speech and Privacy”, UC Irvine Journal of International, 
Transnational, and Comparative Law, 2021, pp. 9 ff.

39 Available at https://digital-strategy.ec.europa.eu/en/
library/2022-strengthened-code-practice-disinformation.

53 The Regulation also contains significant measures to 
ensure compliance with the obligations it imposes 
on information society service providers. To this 
end, according to Article 49, Member States must 
designate one or more authorities responsible for 
the supervision of intermediary service providers 
and for the enforcement of the Regulation. Article 
74(1) empowers the European Commission to impose 
fines on providers of very large online platforms or 
very large online search engines of up to 6% of their 
total annual worldwide turnover in the preceding 
financial year if it finds that those providers have 
intentionally or negligently infringed the relevant 
provisions of the Regulation, failed to comply with 
a decision ordering interim measures pursuant to 
Article 70, or failed to comply with a commitment 
made binding on them by a decision of the European 
Commission adopted pursuant to Article 71.

54 Notwithstanding the said exemption from liability in 
respect of information transmitted or stored at the 
request of a recipient of the service, intermediary 
service providers are liable, as pointed out in 
Recital 121 of the Regulation, for the losses suffered 
by recipients of the service that are caused by an 
infringement of the obligations set out therein. 
Compensation for such damage is established in 
accordance with the applicable national law, to be 
determined in accordance with common conflict-
of-law rules. These include those contained in the 
Rome II Regulation, which in principle subjects such 
liability to the law of the country where the damage 
occurred.40

55 In Portugal, a breach of the provisions of the Digital 
Services Act – namely those relating to content 
moderation – may give rise to tort liability of service 
providers towards the recipients of their services 
to the extent that they qualify as rules imposing 
specific European duties of care for the protection 
of private interests.

40 See Regulation (EC) No. 864/2007 of the European Parliament 
and of the Council of 11 July 2007 on the law applicable to 
non-contractual obligations, Article 4(1) of which states 
that: “Unless otherwise provided for in this Regulation, 
the law applicable to a non-contractual obligation arising 
out of a tort/delict shall be the law of the country in 
which the damage occurs irrespective of the country in 
which the event giving rise to the damage occurred and 
irrespective of the country or countries in which the 
indirect consequences of that event occur”. See, on the 
subject, Dário Moura Vicente, “Responsabilidade civil por 
ilícitos comunicacionais transfronteiras: desenvolvimentos 
recentes”, Revista de Direito da Responsabilidade, 2021, pp. 798 
ff.
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J. Conclusions

56 Open societies are particularly vulnerable to 
disinformation, which has an enormous potential 
to undermine democratic processes. However, 
in these same societies, the legal regulation of 
disinformation raises, as follows from the above, 
difficult problems regarding the reconciliation of 
freedom of expression with the protection of the 
public and private interests affected by it. 

57 Recent developments in Portuguese legislation 
reflect these difficulties. In any case, primacy has 
been given in Portugal to freedom of expression; 
restrictions of it remain exceptional.

58 A subjective right to protection against 
misinformation is thus far from being effectively 
recognised in current law and is even less likely to 
be protected by tort liability. 

59 Except when it comprises illegal information, 
disinformation hardly fits, in fact, into the categories 
of unlawfulness provided for in Portuguese law as 
possible grounds for tort liability; and in any event 
the exemptions from liability on which, for more than 
two decades, the legal framework for e-commerce 
has been based, apply to intermediary providers of 
information society services that convey it. 

60 Only to the extent that the provisions of the Digital 
Services Regulation can be classified as rules for the 
protection of private interests will the breach of 
the duties of diligence enshrined therein give rise 
to liability of service providers, and only towards 
the recipients of the services.

61 Within the European Union, protection against 
disinformation thus appears today to be largely 
dependent on compliance by information society 
service providers with their duties of care in relation 
to the content they disseminate and, in particular, 
on their capacity to self-assess the “systemic risks” 
inherent in their activity, and to take preventive 
measures to mitigate them, in particular through 
content moderation procedures, as well as on the 
ability of the competent public bodies to monitor 
and sanction non-compliance with such duties.

62 Whether this will be a sufficiently robust response 
to the challenges currently posed by disinformation 
to democratic societies remains, for the time being, 
an open question.


