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Abstract:  Over the last two decades, the num-
ber of organizations -both in the public and private 
sector- which have automated decisional processes 
has grown notably. The phenomenon has been en-
abled by the availability of massive amounts of per-
sonal data and the development of software systems 
that use those data to optimize decisions with re-
spect to certain optimization goals. Today, software 
systems are involved in a wide realm of decisions 
that are relevant for the lives of people and the ex-
ercise of their rights and freedoms. Illustrative exam-
ples are systems that score individuals for their pos-
sibility to pay back a debt, recommenders of the best 
candidates for a job or a house rent advertisement, 
or tools for automatic moderation of online debates. 
While advantages for using algorithmic decision 
making concern mainly scalability and economic af-
fordability, on the other hand, several critical aspects 
have emerged, including systematic adverse impact 
for individuals belonging to minorities and disadvan-
taged groups. In this context, the terms data and al-
gorithm bias have become familiar to researchers, in-
dustry leaders and policy makers, and much ink has 
been spelled on the concept of algorithm fairness, in 
order to produce more equitable results and to avoid 

discrimination. Our approach is different from the 
main corpus of research on algorithm fairness be-
cause we shift the focus from the outcomes of au-
tomated decision making systems to its inputs and 
processes. Instead, we lay the foundations of a risk 
assessment approach based on a measurable char-
acteristic of input data, i.e. imbalance, which can lead 
to discriminating automated decisions.  We then re-
late the imbalance to existing standards and risk as-
sessment procedures. We believe that the proposed 
approach can be useful to a variety of stakeholders, 
e.g. producers and adopters of automated decision 
making software, policy makers, certification or au-
dit authorities. This would allow for the assessment 
of the risk level of discriminations when using imbal-
anced data in decision making software. This assess-
ment should prompt all the involved stakeholders to 
take appropriate actions to prevent adverse effects.  
Such discriminations, in fact, pose a significant obsta-
cle to human rights and freedoms, as our societies 
increasingly rely on automated decision making. This 
work is intended to help mitigate this problem, and to 
contribute to the development of software systems 
that are socially sustainable and are in line with the 
shared values of our democratic societies.

http://nbn-resolving.de/urn:nbn:de:0009-dppl-v3-en8
http://nbn-resolving.de/urn:nbn:de:0009-dppl-v3-en8
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A. Background and Motivations 

1 A large number of decisional processes -both in the 
public and private sector- are based on software  
elaborated recommendations, or they are completely 
automated, and it is likely that the phenomenon will 
further increase in the future [1] [2] [3]. This phe-
nomenon has been enabled by the large availability 
of data and of the technical means in order to ana-
lyze them for building the predictive, classification 
and ranking models that are at the core of automated 
decision making (ADM) systems1. The decisions dele-
gated or supported by these systems range from pre-
dicting debt repayment capability [4] to identifying 
the best candidates for a job position [5], from de-
tecting social welfare frauds [6] to suggesting which 
university to attend [7],  to name a few. While advan-
tages for using ADM systems are evident and they 
concern mainly scalability of the operations and con-
sequential economic efficiency, on the other hand, 
several critical aspects have emerged, including for 
instance transparency and accountability [8]. Yet 
another major controversy concerns discriminatory 
behavior, in terms of “unjustified distinction of in-
dividuals based on their membership, or perceived 
membership, in a certain group or category” [9]. This 
issue emerged from a large amount of evidence both 
in scientific literature [10] and journalistic investi-
gations [11], which showed how ADM systems may 
systematically discriminate the weakest segments 
of society and exacerbate existing inequalities. Such 
problem would often occur as a result of imbalanced 
input datasets [12], which is the focus of this paper. 
Data imbalance is an unequal distribution of data be-
tween classes [13],  which occurs when the number 
of data points available is very different among dif-
ferent classes. Causes of imbalance can be errors or 
limitations of the data collection design and opera-
tion, alternatively no other reason than disparities 
in the current reality that the data itself reproduce. 
Imbalance is between-class when only two classes 

* Antonio Vetrò is a Senior Research Fellow at Nexa Center 
for Internet & Society and Assistant Professor at the Depart-
ment of Control and Computer Engineering of Politecnico di 
Torino, Italy. ORCID: 0000-0003-2027-3308.

1 We follow the definition of Automated Decision Making 
provided by Algorithm Watch[1]: “Systems of automated 
decision-making (ADM) are always a combination of the 
following social and technological parts: i)a decision-making 
model ; ii) algorithms that make this model applicable in the 
form of software code ; iii) data sets that are entered into 
this software, be it for the purpose of training via Machine 
learning or for analysis by the software; iv) the whole of 
the political and economic ecosystems that ADM systems 
are embedded in (elements of these ecosystems include: 
the development of ADM systems by public authorities or 
commercial actors, the procurement of ADM systems, and 
their specific use).”

are taken into consideration and one class is over-
represented with respect to the other or multiclass 
when imbalances exist between multiple classes. In 
this paper, we focus on the more general case, i.e. 
multiclass imbalance.  

2 Imbalanced data is known to be problematic in the 
machine learning domain since long [14], and is still 
relevant [15], especially because it can corrupt the 
performances of supervised learning algorithms in 
terms of heterogeneous accuracies across the classes 
of data. For example, consider an algorithm for pre-
dictive maintenance that labels a certain product 
component either as close to breakage or not close 
to breakage, and is trained with historical data from 
three different suppliers.  A is a well-known com-
pany which sells several million pieces of that com-
ponent per year. B is a company with a few thousand 
sales, and C is a company with less than a thousand 
sold components of that product. It is reasonable to 
expect that the algorithm trained with the historical 
data from the three companies could perform with 
higher prediction accuracy for components of sup-
plier A and lower accuracy for products of suppliers 
B and C.  In this fictitious example, imbalance in the 
input data could be the major cause for the dispa-
rate performance of the predictive algorithm, due to 
the fact that the model has been trained with signif-
icantly more data from Company A2. 

3 Now imagine a context where the objects of the pre-
diction are not products but individuals, and an or-
ganization uses historical data on employees to pre-
dict which candidates’ CVs most likely correspond to 
future successful software engineers. It comes as no 
surprise that the large majority of predicted candi-
dates will be male, due to the disproportionate gen-
der ratio in the sector. Indeed, this is not a fictitious 
example but rather a very blatant case of discrimina-
tion caused by data imbalance. Namely, the develop-
ment of a software system by Amazon to evaluate the 
CVs of potential employees retrieved from the web 
[16]. The goal of the system was to find successful fu-
ture employees, whereby the predictors were word 
patterns extracted from CVs of the past 10 years. Ac-
cording to the news agency report [16], the project 
started in 2014 and was stopped in 2017 because fe-
male profiles were systematically downgraded, re-
gardless of a certain number of attempts to make 
technical adjustments. Here, the problem was that 
training data came mostly from men, since the ma-
jority of employees in the technology sector is male.

4 A similar unequal treatment due to gender imbalance 
in the input data  has been found in a scientific 

2 Due to the large difference of available data from the 
three companies, concurrent causes as incomplete data or 
different defectiveness ratios might play a minor role in 
explaining the divergence of performance measures.
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experiment on the search engine Common Crawl 
[17]. The authors compared three techniques of 
machine learning for occupational classification with 
almost 400.000 collected biographies.  In all cases, 
even without explicitly using gender indicators, the 
rate of correct classifications followed the existing 
gender imbalances of the occupational groups. In 
another study [18] it was reported that Facebook 
advertisements for employment opportunities 
were significantly skewed among ethnic and 
gender groups, leading to persistent discriminatory 
treatment and unequal job opportunities along the 
lifetime of the advertisements.  This study was 
partially replicated by Algorithm Watch, with similar 
results [19]. For example, an advertisement for truck 
driver jobs was shown about ten times more to men 
than to women (4,864 times vs 386), which confirms 
that Facebook optimizes its target audience with 
past users’ reactions to similar announcements, thus 
replicating imbalances in the data. The consequence 
of such a conservative mechanism is that people are 
deprived of opportunities based on gender, ethnic 
origin or other personal traits, in practice infringing 
Article 21 of the EU Charter of Human Rights [20]. 
In the United States (US), the discriminatory effect 
of the Facebook advertisement platform has been 
scrutinized by the Department of Housing and 
Urban Development. It sued Facebook in March 
2019 for violating the Fair Housing Act, whereby the 
allegations were based on the evidence that housing 
advertisements were disproportionally targeted 
with respect to race, gender and other personal 
characteristics [21].

5 Amplifications of input data imbalance in software 
outputs have also been reported in general purpose 
search engines. A study by Kay et al. [22] on Google 
search results showed that in the occupational 
groups typically dominated by men, women were 
significantly under-represented, in comparison to 
the real gender ratio retrieved from the official 
employment statistics. The authors showed that 
such disproportion influences the perceptions 
of actual gender relations in occupations, with 
possible amplification effects on inequalities in 
jobs. Discrimination issues in the Google search 
engine are not a novel fact, as demonstrated in an 
empirical study from 2013 [23], which showed that 
advertisements for commercial products of arrest 
records were displayed with relevant different 
rates for names usually referred to non-Caucasian 
people than for names usually referred to Caucasian 
people. The opacity of the search algorithm did not 
allow the authors to isolate and validate the causes. 
However, they had confidence in reporting that the 
past clicks behavior of Google search users (used by 
Google AdSense service) might have played a major 
role and propagated a societal bias in the search 
algorithm results.

6 The negative effects illustrated in these cases could 
become worse or even life-altering in fields like 
justice or medicine, where the combined use of ADMs 
and historical data is rapidly increasing. The most 
famous case in the justice field is the investigation 
on COMPAS (Correctional Offender Management 
Profiling for Alternative Sanctions), conducted 
by the non-profit organization Pro-Publica [24]. 
COMPAS is an algorithm used by judges to assess 
the probability of recidivism of defendants. The 
COMPAS algorithm was distorted in favor of white 
defendants, whereby those who were rearrested 
were nearly twice as likely to be misclassified as low 
risk than black defendants. Furthermore, the black 
defendants who did not get rearrested were nearly 
twice as likely to be misclassified as higher risk 
(false positive) than white defendants. The major 
cause was that the number of records in the dataset 
related to black defendants was much higher than 
the number of records of white defendants. 

7 Regarding the medical field, a recent study [25] 
found evidence of ethnicity-based discrimination in 
a widely-used commercial system for deciding which 
patients should get into an intensive care program. 
Medical doctors applied risk scores generated by an 
algorithm trained on historical data about medical 
expenditure and the use of health services. In cases 
of an equivalent health status, white patients were 
significantly more likely than black patients to be 
assigned to the intensive care program. In fact, 
the risk score reflected more the expected cost 
of treatment than health conditions, with former 
being highly correlated to the economic wealth 
of the patients. In another empirical study in the 
medical field [26], the amount of data used for 
training classification algorithms in six different 
clinical disciplines showed that most of it came 
from only three geographic areas in the US, with 
no representation for the majority of states. Hence, 
automating a diagnosis on patients from states not 
included in the training data, would lead to wrong 
results and to missing health issues that are more 
common in the excluded geographic areas.

8 The cases summarized above, although exemplifica-
tive and not exhaustive, clearly show how imbalance 
in data can propagate and be reflected in the out-
put ADM systems. When this occurs, it ceases to be 
a mere problem of data engineering and it becomes 
a socio-technical issue, particularly important when 
systems automate high stake decisions that can pro-
duce serious consequences for individuals. As our so-
cieties increasingly rely on ADMs, this phenomenon 
poses a significant challenge for the values on which 
our societies are based and for fundamental human 
rights and freedoms. The deployment of ADM sys-
tems embeds the risk to create an adverse impact 
for individuals belonging to minorities and margin-
alized groups, and to introduce or amplify distribu-
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tive injustice [27] [28].  In this paper we face this im-
portant issue by focusing on the specific problem of 
data imbalance. We propose a measurement-based 
risk assessment approach, by measuring imbalance 
in input data, whereby we highlight the potential 
risk of discriminating automated decisions. We de-
scribe the theoretical foundations of the risk assess-
ment approach, which resides in existing standards 
on software system quality and risk assessment. We 
identify three measures of imbalance and we apply 
them with an illustrative example. 

9 The measures can be applied both before the 
deployment (i.e., during development) and after 
the deployment of ADM systems: for this reason, 
we believe that the proposed approach can be 
useful to a variety of stakeholders for assessing 
the risk of discriminations, including the creators 
or commissioners of the system, researchers, 
policymakers, regulators, certification or audit 
authorities. Assessments should prompt taking 
appropriate action to prevent adverse effects.

10 The paper is organized as follows: in Section B we 
lay the theoretical foundations of our proposal, fol-
lowed in Section C by the explanation of three imbal-
ance measures and an example of their application. 
In Section D we explain how this research contrib-
utes to the literature of algorithm bias and fairness, 
while in Section E we briefly report on the relations 
to the most recent policy efforts in Europe for regu-
lating ADM systems. We conclude in Section F with 
a discussion of the limitations and share our road-
map for future work.

B. Data imbalance as risk factor of 
discriminations by automated 
decision making systems

11 The ADM systems described in the previous section 
systematically discriminate against certain groups of 
individuals because of imbalances in the input data. 
For this reason, we consider data imbalance as a risk 
factor and we propose measures to address it.  This 
proposal has its foundations in software quality and 
risk management standards.

12 The cornerstone of the conceptual model is the series 
of standards ISO/IEC 25000:2014 Software Engineer-
ing — Software Product Quality Requirements and 
Evaluation (SQuaRE) [29]. SQuaRE includes quality 
modeling and measurements of software products,3  

3 A software product is a “set of computer programs, proce-
dures, and possibly associated documentation and data” as 
defined in ISO/IEC 12207:1998. In SQuaRE standards, soft-
ware quality stands for software product quality.

data and software services. According to the philos-
ophy and organization of this family of standards, 
quality is categorized into one or more quantifiable 
characteristics and sub-characteristics. For exam-
ple, the standard ISO/IEC 25010:2011 formalizes the 
product quality model as composed of eight char-
acteristics, which are further subdivided into sub-
characteristics. Each (sub) characteristic relates to 
static properties of software and dynamic proper-
ties of the computer system4. An example of prod-
uct quality characteristics is reliability, and one of its 
sub-characteristics is maturity5. Characteristics and 
sub-characteristics can be quantified by measurable 
properties of the software. For example, “failure” is 
a dynamic property of the software, and the num-
ber of failures is a quality measure element, which 
is used to measure maturity in terms of mean time 
between failures6. Reliability is quantified through 
the measures of its sub-characteristics. 

13 Similar to product quality, data quality in ISO/IEC 
25012:2008 is categorized into 15 characteristics, 
such as completeness, efficiency, recoverability. 
Each of these characteristics is quantifiable through 
measures of quality-related properties, defined in 
ISO/IEC 25024:2015. The characteristics can belong 
either to the “Inherent” point of view if dependent 
only on the data themselves, such as completeness.  
Alternatively, they can belong to the “System-de-
pendent” point of view, such as recoverability.  They 
can also belong to both, such as efficiency. Data im-
balance is not a characteristic of data quality in ISO/
IEC 25012:2008, however the SQuaRE standards have 
a structure which fits our purpose, and it defines a 
principle that is relevant in our context, which is 
the propagation principle. This principle entails that 
the quality of the software product, service and data 
would affect the quality in use and would thus have 
consequences for the users of a software system7. 

4 A system is the “combination of interacting elements or-
ganized to achieve one or more stated purposes” (ISO/IEC 
15288:2008), for example the aircraft system. It follows 
that a computer system is “a system containing one or more 
components and elements such as computers (hardware), 
associated software, and data”, for example a conference 
registration system. An ADM system that determines eligi-
bility for economic aid for paying drinking water bills is a 
software system.

5 Reliability is defined in ISO/IEC 25010:2011 as the degree to 
which a system, product or component performs specified 
functions under specified conditions for a specified period 
of time”; Maturity is defined in ISO/IEC 25010:2011 as “de-
gree to which a system, product or component meets needs 
for reliability under normal operation”.

6 Number of failures/average min-max duration.

7 In practice evaluating and improving product/service/
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Figure 1 represents how this chain of effects is for-
malized in SQuaRE. In the realm of data quality, a 
simplification of this concept is the GIGO principle, 
which is the “garbage in, garbage out” principle.  In 
other words, data that is outdated, inaccurate and in-
complete make the output of the software unreliable. 

14 We apply this principle to data imbalance because it 
can cause biased software outputs that negatively af-
fect the final users, in the same way bad data quality 
affects the quality in use and thus has an impact on 
the final users. In fact, imbalanced datasets may lead 
to imbalanced results, which in the context of ADM 
means differentiation of products, information and 
services based on personal characteristics. In spe-
cific applications such as wages, insurance, educa-
tion, working positions, tariffs, etc. such differenti-
ations can lead to unjustified unequal treatment or 
discrimination. For this reason data imbalance shall 
be considered as a risk factor in all those ADM sys-
tems that rely on historical data and operate in rel-
evant aspects of the lives of individuals.

15 The second conceptual pillar of the proposal is 
the ISO 31000:2018 standard [31] which identifies 
guiding principles for risk management. The 
proposal consists of a framework for integrating 
risk management into organizational contexts, and a 
process for managing risks at “strategic, operational, 
program or project levels”. In the context of this 
discussion, data imbalance shall be explicitly taken 
into account within the risk management process, 
which we reproduce from the standard in Figure 
2. Risk assessment is therefore at the center of our 
proposal.  The process consists of risk identification, 
analysis and evaluation. Here, we briefly describe 
them and specify the relation with our approach.

• Risk identification refers to finding, recognizing 
and describing risks within a certain context and 
scope, and with respect to specific criteria de-
fined prior to risk assessment. In our case, it is 
the risk associated with discriminating individ-

data quality is one mean of improving the system quality 
in use. It shall be clarified that in this text we refer only to 
the effects related to quality characteristics of the SQuaRE 
standards. However, the same principle can be applied to 
other aspects of software development that are treated in 
other standards, for instance the improvement of any of 
the lifecycle processes defined in ISO/IEC 12207:2008 and 
ISO/IEC 15288:2015 will determine an improvement of 
product quality, which in turn contributes to improving 
system quality in use and has a positive effect on final users 
(users can be direct and indirect). Although this aspect is 
out of our scope here, it could be relevant for techniques/
procedures applied in software development processes 
to identify negative societal effects of software since its 
early development phase (for instance, in requirements 
definition [30]).

uals or groups of individuals by operating ADM 
systems in contexts in which the impact on the 
lives of people would be relevant.  Section A con-
tains examples of these situations. 

• Risk analysis aims to understand the character-
istics of the risk and, when possible, its levels. 
This is the phase where measures of data imbal-
ance are used as indicators for the risks of dis-
crimination, due to the bias propagation effect 
previously described. In Section C we will intro-
duce three measures and we will show them in 
action on a real dataset. 

• Risk evaluation, as the last step, is a process in 
which the results of the analysis are taken into 
consideration in order to decide whether addi-
tional action is required.  If affirmative, this pro-
cess would then outline available risk treatment 
options and the need for conducting additional 
analyses. In addition, the process would define 
other types of required actions and the actors 
who would undertake those actions. In our case, 
the indicators of data imbalance should be ana-
lyzed in the context of the specific prediction/
classification algorithms used, the social con-
text, the legal requirements of the domain, etc.8  

16 Figure 3 summarizes the approach and the connec-
tions with the international ISO/IEC standards used 
as reference frameworks. In the upper layer, we rep-
resent the elements of the SQuaRE series (2500n) 
which are most relevant for our scope. In the bot-
tom layer, we report the main elements of the risk 
management process of ISO 31000. The constitutive 
elements of our approach - in the middle of Figure 
3- are mapped to the concepts of SQuaRE and the 
phases of ISO 31000: 

• the ADM systems constitute the context of use 
in terms of SQuaRE terminology, and they are 
specified in the context definition phase of the 
ISO 31000; 

• the discrimination operated by ADM systems is 
the specific object of the risk identification pro-
cess in ISO 31000 (given the context), and it de-
creases the quality in use of the software;

• data imbalance extends the SQuaRE data qual-
ity model because it is an inherent data charac-
teristic: as such, i) it preserves the propagation 
principle and ii) it is measurable; the identified 
measures can be used as risk indicators in the 
risk analysis phase;  

8 This part is not in the scope of this paper; however, we 
will provide some details for future work needed in this 
direction in Section F.
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• the criteria for activating mitigation actions 
(e.g., thresholds for the indexes) and the mit-
igation actions are mapped respectively to the 
risk evaluation and risk treatment phases. 
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Figure 1. Quality effects in SQuaRE

Figure 2. Risk management process in ISO 31000:2018
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C. Measures of imbalance 
for categorical data

17 According to our line of reasoning, imbalance in 
input data can propagate downstream to software 
output. As a consequence, measures of imbalance 
are interpreted as risk indicators.

18 Since imbalance is defined as an unequal distribution 
between classes [13], we focus on  categorical data. In 
fact, most of the sensitive attributes are considered 
categorical data, such as gender, home town, marital 
status, and job.  Alternatively, if they are numeric, 
they are either discrete and within a short range, 
such as family size, or they are continuous but 
often re-conducted to distinct categories, such as 
information on “age” which is often discretized into 
ranges such as “< 25”, “25-40”, “41-60”. We identified 
three measures from the literature of social and 
natural sciences, where imbalance is known in 
terms of (lack of) heterogeneity and diversity: the 
identified measures are the Gini, Shannon and 
Simpson indexes. We provide details in Table 1, 
whereby we specify their formula and normalized 
versions, i.e.  in the range 0-1, respectively in the 
second and third columns. In the fourth column, we 
provide notes for value interpretations.

19 We briefly comment on the measures here: 

• Gini index measures how many different types 
are represented in a dataset. It has been con-
ceived as a measure of heterogeneity, whereby 
it is used for different purposes in several disci-
plines, for example, to measure political polar

ization, market share in competition, ecological 
diversity, and racial discrimination. It increases 
if probabilities/frequencies become as equal as 
possible e.g.  when different attributes would 
have similar representations.

• Shannon index has been proposed as a measure 
of diversity, and it provides information about 
community composition, taking the relative 
abundances of different classes into account. It 
is a concept widely employed in biology, phylo-
genetics, and ecology. 

• Simpson index is another measure of diversity 
in ecology, which measures the probability 
that two individuals randomly selected from a 
sample belong to the same species or the same 
class/category. It has been used in ecology for 
measuring the diversity of living beings in a 
given place, as well as in social and economic 
sciences for measuring wealth, uniformity, and 
equity. 

20 In order to show the three measures at work, we 
make an example with the widely used data from 
COMPAS as they are provided by the US based 
non-profit organization ProPublica [32]. The data 
contain variables used by the COMPAS algorithm 
in scoring criminal defendants in Broward County 
(Florida), along with their outcomes within two 
years of the decision. The original dataset includes 28 
variables, eight of which are considered as protected 
attributes9, such as last name, race, or marital status. 

9 Protected attributes are qualities, traits or characteristics 
of individuals that, by law, cannot be discriminated against. 

Figure 3. Approach proposed in relation to ISO standards of reference
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Table 1 Indexes of imbalance. 

Index Formula Normalized formula Notes 

Gini m is the number of classes

f is the relative frequency of each class 

  

ni= absolute frequency

The higher G and Gn, the higher is the 
heterogeneity: it means that categories 
have similar frequencies 

The lower the index, the lower is the 
heterogeneity: a few classes account for 
majority of instances 

Shannon For m, f, fi and ni  check Gini

Higher values of S and Sn indicate higher 
diversity in terms of similar abundances in 
classes 

The lower the index, the lower is the 
diversity, because a few classes account for 
most of the data

Simpson For m,  f, fi and ni  check Gini

Higher values of D and Dn indicate higher 
diversity in terms of probability of 
belonging to different classes 

The lower the index, the lower is the 
diversity, because frequencies are 
concentrated in a few classes

 

The identification of protected attributes can be related to 
the characteristics listed in Article 21 - Non- discrimination  
of the EU Charter of Human Rights [20].

• 
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We chose the COMPAS dataset because it is probably 
the most known source in the scientific communities 
that study bias and fairness of algorithms. As we 
summarized previously, Pro Publica showed that 
the COMPAS algorithm classified black people with 
a much higher risk of recidivism than white people.  
Here, the probability of being predicted high risk 
was 47% for black people and 24% for white people, 
and a similar difference was observed in the false 
positives rate, i.e.  31% black people vs 14% white 
people. This occurred mainly because input data is 
highly imbalanced. In other words, not only black 
defendants in the dataset are many more than white 
defendants, with a 51% vs 34% ratio, but the ratio 
of black recidivist in the whole dataset was double 
the ratio of white recidivist with 27% against 13%. 
Similar, although less striking, considerations 
can be made for the gender attributes whereby 
women labeled high-risk got a much lower risk of 
recidivating than men classified as high-risk.   The 
age attribute, on the other hand, was the stronger 
predictor of high score for violent recidivism (details 
are available in [32]). 

21 Taking into considerations these problematic 
aspects, we make the following computations:

• We summarize the frequencies of ethnicity, 
gender, and age categories in Table 2 , both in 
terms of the overall percentage and as to the 
ratio of recidivists;

• We compute the imbalance measures on 
ethnicity and gender categories, both in the 
whole dataset and on recidivists only, and we 
report results in Table 3, embedding histograms.

22 We first look at the measurements in the whole 
dataset. There, all indexes are able to detect the 
imbalance in the three classes.  However, each index 
has a different sensibility.

• Simpson values are much lower than Gini and 
Shannon and they point to ethnicity as the 
most imbalanced data, followed by sex and 
age categories.  This index is more sensitive to 
the number of possible instances, i.e.  six for 
ethnicity, two for gender and three for the age 
category;

• Shannon provides the same order of risk 
provided by Simpson, however, with higher 
values and shorter distances between rank 
positions, namely  0.08 between 1st-2nd and 0.19 
between 2nd-3rd positions vs respectively 0.14 and 
0.24 in Simpson, which results in more distinct 
values;  

• Gini is different because it highlights a higher 
risk for the sex column, thus reflecting its 

strongest influence as a predictor, followed by 
ethnicity and age categories. 

23 Looking at the column “percentage recidivists” in 
Table 2, we observe that measures are lower than 
the previous column, reflecting an even higher 
imbalance in the values of the three classes:

• Simpson preserves the previous rank, but the 
distance between ethnicity and sex is closer, 
while the age category has only a slight decrease; 

• Shannon keeps being very similar to Simpson, 
however with higher values;

• Gini also preserves its rank of values, but 
the difference between the first and second 
positions is larger now. 

24 The question is which index to use. Given that in 
COMPAS the most severe problem occurred with 
ethnicity, the answer for this specific dataset would 
be the Simpson index, due to the fact that it iden-
tifies the highest imbalance in a more distinct way. 
However, this is a consideration made a posteriori, 
on a well-known case with a well-established prob-
lem. In view of the future real cases, especially in 
the design and production phase of an ADM system 
where there is no information on how the system 
behaves in operation, a certain number of further 
considerations should be made, with the most rele-
vant being how to handle a divergence of index val-
ues, how to choose meaningful severity thresholds 
for each index, and which actions to take after the 
risk is recognized as a relevant concern. To resolve 
these issues and to make the measures trustable as 
risk indicators, their reliability shall be extensively 
investigated, taking also into consideration differ-
ent types of data and classification/prediction al-
gorithms, the application domain and the groups of 
stakeholders who are potentially impacted.  We will 
make a further mention to this future work in the 
last section of the manuscript.  
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ATTRIBUTE ATTRIBUTE VALUE OVERALL

PERCENTAGE

PERCENTAGE RECIDIVISTS

ETHNICITY

African-American 51.4% 26.9%

Caucasian 34.1% 13.3%

Hispanic 8.2% 3.1%

Asian 0.5% 0.1%

Native American 0.2% 0.1%

Other 5.6% 2.0%

SEX

Male 81.0% 38.8%

Female 19.0% 6.7%

AGE CATEGORY

Less than 25 21.8% 12.2%

Between 25 and 45 57.2% 26.6%

Greater than 45 20.9% 6.7%

Table 2 Frequency of occurrences for attributes in ethnicity, sex, age categories in COMPAS
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Gini Shannon Simpson Gini Shannon Simpson
Whole dataset Only recidivists

Ethnicity 0,73 0,62 0,31 0,67 0,57 0,25
Sex 0,61 0,7 0,45 0,5 0,6 0,33
Age category 0,87 0,89 0,69 0,84 0,86 0,65
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Imbalance measures on COMPAS

D. Relations to research in 
algorithmic bias and fairness

25 In recent years, much ink has been spilled on bias 
and fairness in algorithms.  An impressive amount 
of scientific research has been carried out, especially 
in the machine learning communities, in order to 
elaborate strategies that would lead to more equi-
table results of ADM systems.  Efforts mainly focus 
on techniques to detect systematic discriminations 
and mitigating them according to different defini-
tions of fairness. Excellent references for getting an 
overall picture are the survey on bias and fairness 
in machine learning by Mehrabi et al. [33] , the com-
prehensive, and still ongoing,  work on fairness in 
machine learning by Barocas et al. [34] and the re-
view of discrimination measures for algorithm deci-
sion making by Žliobaitė [35]. A common limitation 
of these approaches is that mathematical formaliza-
tions of fairness cannot be simultaneously satisfied  
[36][37]. In other words, no universally accepted no-
tion of fairness exists, since defining “fair impact” 
implicitly embodies political, economic or cultural 
visions [38]. The ACM Conference on Fairness, Ac-
countability, and Transparency (ACM FAccT10) has 
recognized this issue and has been designed and pro-
moted not only for computer scientists working in 

10 See <https://facctconference.org/>.

 
the area, but also for scholars and practitioners from 
“law, social sciences and humanities to investigate 
and tackle issues in this emerging area”. Our ap-
proach can be located in this space of inter-disci-
plinary discussion. It contributes to the main cor-
pus of researches on algorithmic bias and fairness 
by moving the focus from the outcomes of ADM sys-
tems to their inputs, and by making a first step to fill 
a well-recognized existing gap in the literature, as 
reported in recent studies, such as in [39]  (“There 
is a need to consider social-minded measures along 
the whole data pipeline”) and in [40] (“returning to 
the idea of unfairness suggests several new areas of 
inquiry […] a shift in focus from outcomes to inputs 
and processes”). 

26 In addition, we aim at reaching a higher generaliz-
ability of what we currently observe in the field of 
research.  Namely, i) our approach can be applied to 
any ADM system which is data-based, and not only in 
machine learning; ii) we build our theoretical frame-
work upon a series of international standards, which 
incorporate by design a multi-stakeholder perspec-
tive; iii) we look at data imbalance as risk factor and 
not as a technical fix,  despite the fact that there are  
well-established techniques for reducing data im-
balance in the field of data engineering, especially 
for machine learning, where the problem has been 
spotted since the beginning of the 2000’s [13]). In this 
context, we think it is preferable to keep the ultimate 
responsibility in the realm of human agency. We be-
lieve that a risk approach is more suitable for the 
scope, as it creates space for active human consider-
ations and interventions, rather than delegating the 
mitigation of the problem to yet another algorithm. 

Table 3 Application of the indexes to COMPAS database

https://facctconference.org/
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27 An approach similar to ours and with a wider scope is 
the work of Takashi Matsumoto and Arisa Ema [41], 
who proposed a risk chain model for risk reduction 
in Artificial Intelligence (AI) services, named 
RCM. By applying RCM in a given risk scenario, 
it can be proven that a propagation occurs from 
the technical components of AI systems (data and 
model)  up to the user’s understanding, behavior, 
and usage environment, passing through the service 
operation management and aspects related to the 
code of conduct of the service provider as well as 
the communication with users. The authors consider 
both data quality and data imbalance as risk factors, 
whereby they stress the importance of visualizing 
the relations between risk factors for the purpose 
of a better planned risk control. While our work 
is smaller in scope, we think that it can be easily 
plugged into the RCM framework, due to the fact that 
we offer a quantitative way to measure imbalance, 
backed by a structural relation to the ISO/IEC 
standards on software quality requirements and 
risk management. Furthermore, it shall be clarified 
that we did not address data quality as a risk factor 
given that data quality metrics are well-established 
in SQuaRE. Nevertheless, we recognize that specific 
studies would be necessary for selecting the types 
of measures for data quality that are suitable in the 
management of ADM system risks. 

28 Other approaches which can be related to ours are 
in the direction of labeling datasets.   Two of our 
previously published studies suggest i) the “Ethically 
and socially-aware labeling” (EASAL) [42] which aims 
at developing datasets metadata in order to raise the 
awareness of the risks of discriminative operations 
by ADM systems. And secondly, ii) an exploratory 
analysis of imbalance metrics on two datasets [43],  on 
the basis of which we better specified the theoretical 
foundations of  our approach, and extended the 
analysis to cover  COMPAS. In the context of 
dataset labeling, the “The Dataset Nutrition Label 
Project”11 has been an inspiring work for us.  Similar 
to nutrition labels on food, this initiative aims to 
identify the “key ingredients” in a dataset such as 
provenance, populations, and missing data. The 
label takes the form of an interactive visualization 
that allows for exploring the previously mentioned 
aspects.  Here, the ultimate goal is to avoid the fact 
that flawed, incomplete, skewed or problematic 
data would have a negative impact on automated 
decision systems, and to drive to the creation of 
more inclusive algorithms. Notably, our measures 
could be integrated in this project. Yet another 
labeling approach is “Datasheets for Datasets” [44]. 
With respect to other initiatives, this proposal 
consists of more discursive technical sheets for the 
purpose of encouraging an increasingly clear and 

11 It is a joint initiative of MIT Media Lab and Berkman Klein 
Center at Harvard University <https://datanutrition.org/>. 

comprehensive communication between users of 
a dataset and its creators. Eventually, it is worth 
mentioning the project called “DataTags - Share 
Sensitive Data with Confidence”. 12The aim of this 
project is to support researchers who are not legal 
or technical experts in investigating considerations 
about proper handling of human subjects’ data, and 
to make informed decisions when collecting, storing, 
and sharing sensitive data.

E. Relations to European 
Union policy

29 We extensively reported on how and why bias (im-
balance) in data used by ADM systems challenge a 
founding element of the rule of law of our demo-
cratic societies: the principle of non-discrimina-
tion [20]. The “Recommendation of the Committee 
of Ministers to member states on the human rights 
impacts of algorithmic systems” [45], published by 
the Council of Europe (CoE) on 8 April 2020, em-
phasizes the impact of algorithmic systems on hu-
man rights and the need for additional normative 
protections. Although the CoE cannot issue bind-
ing laws, it is the main organization for safeguard-
ing human rights in the Europe, and for this reason 
the recommendation is of particular interest for our 
purposes. The document defines “high risk” in cor-
respondence with “the use of algorithmic systems 
in processes or decisions that can produce serious 
consequences for individuals or in situations where 
the lack of alternatives prompts a particularly high 
probability of infringement of human rights, includ-
ing by introducing or amplifying distributive injus-
tice” (p.5).  In these situations, “risk-management 
processes should detect and prevent the detrimen-
tal use of algorithmic systems and their negative im-
pacts” (p.6). The recommended obligations for the 
states include a continuous review of algorithmic 
systems throughout their entire lifecycle. In terms of 
data management, bias in the data as risk factor for 
systematic discrimination is explicitly cited: “States 
should carefully assess what human rights and non-
discrimination rules may be affected as a result of 
the quality of data that are being put into and ex-
tracted from an algorithmic system, as these often 
contain bias and may stand in as a proxy for classifi-
ers such as gender, race, religion, political opinion or 
social origin” (p.7). The document adds that bias and 
discriminatory outputs should be properly tested 
since the analysis and modeling phase and even “dis-
continued if testing or deployment involves the ex-
ternalization of risks or costs to specific individu-
als, groups, populations and their environments” 
(p.8). Precautionary measures should include risk 
assessment procedures to evaluate potential risks 

12 See <https://techscience.org/a/2015101601/>.

https://datanutrition.org/
https://techscience.org/a/2015101601/
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and minimize adverse effects, in cooperation with 
all relevant stakeholders. Similar obligations are rec-
ommended to the private sector. 

30 Looking at the Institutions of the European Union 
(EU), the problem of biased ADM systems is widely 
recognized, as acknowledged by the words of Mar-
grethe Vestager13 : “If they’re trained on biased 
data then they can learn to repeat those same bi-
ases. Sadly, our societies have such a history of prej-
udice that you need to work very hard to get that 
bias out” [46]. The words of M. Vestager should be 
considered in the context of the ongoing efforts of 
the EU to redefine the markets rules in response to 
the rapid technological advancements related to 
the emergence of automated decision making pro-
cesses. As a matter of fact, we report the “Resolution 
on automated decision  making processes and con-
sumer protection” [47] which was approved by the 
EU Parliament on 6 February 2020. The document is 
relevant because it comes from the highest legisla-
tive Institution in the EU and because therein, we 
find explicit references to the two foundational el-
ements of our proposals.   More precisely, the Par-
liament stresses:

• “the need for a risk-based approach to regula-
tion, in light of the varied nature and complex-
ity of the challenges created by different types 
and applications of AI and automated decision-
making systems” (p. 4);

• “the importance of using only high-quality and 
unbiased data sets in order to improve the out-
put of algorithmic systems and boost consumer 
trust and acceptance” (p.11-12). 

31 Although the general context of the Resolution is 
market surveillance, it is still within the ambit of 
the EU Charter of Fundamental Rights, and in par-
ticular Article 38 on  consumer protection [48]. It 
is worth reminding that the European Commission 
acknowledged the problem of biased ADM since the 
publication of its communication “Artificial Intelli-
gence for Europe” [49] on 25 April 2018 by stipulat-
ing “Whilst AI clearly generates new opportunities, 
it also poses challenges and risks, for example […] 
bias and discrimination” (p.15). Notwithstanding the 
non-binding value of the document, this communi-
cation paved the way to several other policy docu-
ments14. In the given policy document examples, the 

13 Margrethe Vestager is the Executive Vice President of the 
European Commission for A Europe Fit for the Digital Age 
since December 2019 and European Commissioner for Com-
petition since 2014. 

14 Including the Coordinated Plan on Artificial Intelligence, 
the Strategy for Artificial Intelligence, and the very recent 
(15 December 2020) Digital Services Act draft proposal of 

term “risk management” recurred often and hith-
erto it is indicated as the more suitable approach for 
regulating algorithmic systems15.

32 This short overview of the most recent efforts on 
regulating algorithmic systems in Europe, although 
not exhaustive, defines a further perspective from 
which our proposal should be derived.  In fact, we 
showed that the risk-based approach is a corner-
stone element of the European approach to regu-
lating algorithmic systems, which is currently un-
der redefinition. As a consequence, our proposal can 
potentially cross this path, whereby balance mea-
sures can be suitable risk indicators of propagation 
(or even amplification) of bias in the input data of 
ADM systems. In addition, they can be used for cer-
tification and labeling purposes, as our notes in the 
preceding section highlighted. 

F. Conclusions: limitations 
and future work

33 This study faces a problem of wide impact, but it has 
a well limited boundary of applicability. We take ac-
tion concerning the problem of systematic discrim-
inations caused by the use of ADM systems, and we 
focus on a very specific cause, i.e., the imbalance in 
the data used as input. We propose a metric-based 
approach in order to evaluate imbalance in a given 
dataset as a risk factor of discriminatory output of 
ADM systems. This approach has its foundations on 
the ISO standards on software quality and risk man-
agement. We identify three measures for categori-
cal data, and we run an illustrative example on three 
columns of the COMPAS dataset, a well-recognized 
and widely debated case, where imbalance was the 
main cause of discriminative software output. The 
example shows that all the indexes detect imbalance, 
however with different severity and with little varia-
tion in the rank of risks. The example, and the study 
in general, falls short in defining how to effectively 
manage the risk after the identification.  This is a 
structural, albeit temporary, limitation of the pro-
posal. In fact, in order to derive criteria for action, 
a systematic investigation is necessary to assess the 
reliability of the indexes, to identify how their sensi-
bility to imbalance changes in correspondence with 
different types of data and algorithms used, and to 
find meaningful thresholds of risks in relation to the 
context of use and the severity of the impact on in-
dividuals. We are working in this direction and we 

the European Commission.

15 Risk management is also a cornerstone element of the AI 
regulation proposal by the European Commission, which 
was intentionally left out of the scope of the policy overview 
because subject to numerous future negotiations.
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will be able to elaborate the first guidelines in the 
following months, thus increasing the internal valid-
ity of the present study. Extensive analyses on real 
systems and replications from third parties will be 
necessary in order to improve the external validity.  
We will therefore try to engage researchers in a com-
munity effort for testing the measures and to build 
an open benchmark. 

34 We conclude remarking that a much wider number 
of technical and societal risk factors connected to the 
deployment of ADM systems exist.  For the reader 
who would like to get an overarching vision, we rec-
ommend policy and research reports which inves-
tigate the impact of ADM systems, including AI sys-
tems, on human rights16. For all other readers who 
stumbled upon this manuscript, we hope that the 
proposal, despite its current limitations, provided 
useful insights as a valuable contribution in the com-
mon effort of building and regulating algorithmic 
decision making in a socially sustainable way. More 
importantly, such is aimed in the direction of pro-
tecting individual and collective rights, as well as 
the promotion of freedoms and the flourishing of 
our democratic societies. 
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