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Abstract: Artificial intelligence alleviates the work of the inventor. It may even in a distant future take the place of the human inventor. Legal literature has amply reflected about the implications of AI for the requirement of inventive step. In the literature, much attention has been paid to the algorithms of AI since the role they play seems to be the most similar to that of the human inventor. Although it cannot be completely ruled out that the human inventor will eventually be displaced, it seems to be something for a distant future. This article analyses the implications for the inventive step requirement and concludes that the introduction of a machine-skilled in-the-art as a criterion figure creates many new problems and that in the foreseeable future, existing criteria may function better than is sometimes suggested.
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A. Introduction

1. Artificial Intelligence is claiming an increasing role in inventive process. AI promises to find new technical solutions that engineers working from the way they were trained would not so easily arrive at. Inventions made with the help of AI will have little problem meeting the present inventive step requirement, while at the same time the inventive process will be facilitated by the automation that AI brings. At some point, patent law must address the question how to assess inventive step in the context of AI. Unlike other literature that sees especially the algorithms as disruptors, this article emphasizes the role of datasets and how data cause problems for the application of the inventive-step-requirement. This article distinguishes different approaches and asks what their merits and shortcomings are. This article focuses on the inventive step requirement under the European Patent Convention. Other questions relating to the patentability and AI are not addressed.

B. Preliminaria

2 Artificial Intelligence can be defined as:

Artificial intelligence (hereinafter AI) refers to systems designed by humans that, given a complex goal, act in the physical or digital world by perceiving their environment, interpreting the collected structured or unstructured data, reasoning on the knowledge derived from this data and deciding the best action(s) to take (according to pre-defined parameters) to achieve the given goal. AI systems can also be designed to learn to adapt their behaviour by analysing how the environment is affected by their previous actions.

3 A special type of AI - machine learning – allows AI to address problems that cannot fully be defined formally or where the reasoning cannot fully be described using fully specified formal reasoning rules. Machine learning, along with increased processing and storage capacity of computers, has caused a revival of interest in and applications of AI, such as in Research & Development. Machine learning has a number of properties that make it suitable for use in inventive processes. AI may be used to discover relations between data that are not readily apparent. It is able to process large amounts of data that may be hard to process using other techniques. It may itself bring structure in data without the need for a human programmer or data-analyst to create the structure beforehand. This is not just theory, AI has already given rise to inventions. In 2004, NASA had evolutionary software design an antenna that met pre-defined performance parameters. The so-called creativity machine, of Stephen L. Thaler, created food containers that are easily stackable by a robot. In the pharmaceutical industry, AI platforms are regularly used to identify existing medicines that may be effective in curing or alleviating other diseases than the ones for which they were initially developed. In particular, cases where the central idea of the invention is attributable to AI, have given rise to speculations that not humans, but AI should be seen as the inventor and attempts have been undertaken to register an algorithm as the inventor in patent applications. Stephen Thaler applied in various jurisdictions for patents that name AI machine DABUS as the inventor. Is this at all possible in patent law?

I. Does patent law allow for invention by a machine?

4 In some jurisdictions, AI may be named as the inventor. Recently, the South African patent office and an Australian court have allowed patents that name an AI as the inventor. Would this also be possible under the European Patent Convention? According to art. 81 European Patent Convention (hereinafter EPC) a European patent application must indicate who the inventor is. Rule 19(1) EPC adds that the application must state the family name, given names and full address of the inventor, and bear the signature of the applicant or his representative. In 2018, a certain Dr. Thaler filed two European patent applications. For these applications, the machine DABUS, a connectionist AI, was indicated as the inventor. The European Patent Office (hereinafter EPO) refused the applications because they failed to mention a natural person as the inventor. That the term ‘inventor’


9 EPO decisions of 27 January 2020 on applications EP 18 275
should be understood as a natural person is internationally accepted, according to the Office. Moreover, the office argued that the inventor must have legal personality since several rights are attached to the status of inventor. A machine or an AI system would not be able to exercise the rights since it does not enjoy legal personality.

5 The UK IPO, when confronted with two of Dr. Thaler’s applications naming the AI machine DABUS as the inventor, refused the applications too for failure to name a natural person as the inventor. This decision was upheld in appeal by Marcus Smith J. Interestingly, Smith J added that his ruling cannot be interpreted as saying that DABUS would itself not be ‘capable of an inventive concept’. In fact, he noted: “[…] I am proceeding on the basis that DABUS has ‘invented’ the inventions the subject of the Applications.”

6 In conclusion, The European Patent Convention requires that a natural person is mentioned as the inventor in a patent application, but this does not mean that AI cannot invent. Hence, AI may still be the de facto inventor. Nonetheless, it is important to remember that AI can be used in various ways in the inventive process and even if AI plays a creative role, this does not mean that AI can invent without humans or that humans haven’t played crucial and creative role too.

II. Does AI invent without depending on human intervention?

7 Currently, AI is not able to arrive at inventions completely independent from intelligent human intervention. The life cycle of an AI application illustrates this. In 2019, the OECD defined for the purposes of their Recommendation of the Council on Artificial Intelligence an AI life cycle as follows:

8 Various steps in the life cycle involve humans in the current state of data science. In a first step, an engineer has to describe an observed problem in a mathematical notation: he has to build a model. A general algorithm may need to be adapted to the model and relevant datasets need to be selected and obtained. Currently these activities require human involvement. In a second stage, the algorithm needs to be trained which also may involve humans. For example, in the so-called supervised learning the algorithm needs to receive feedback on its training runs in order to ‘learn’ or improve itself. Often such feedback comes in the form data annotated by humans. The annotation allows the algorithm to verify its outputs and adapt its inner workings (such as coefficients and thresholds) to improve its performance.

9 It appears that currently it is difficult to say whether the creativity is attributable to man or machine. There are different perceptions. In one perception, humans do the creative work of shaping the framework within which the solution to the technical problem can be found and AI only does the dumb work of searching through the solution-area that the humans have defined. In another perception, the AI system comes up with a solution to a technical problem that human engineers would never have arrived at, given their training. In this view, the role of humans is limited to the preparatory work. Elsewhere, the question of who is the inventor and whether there may be co-inventorship has been addressed extensively. For the purpose of this


15 Robin C. Feldman and Nick Thieme, ‘Competition at the Dawn of Artificial Intelligence’ in Björn Lundqvist and Michael S. Gal (eds), Competition Law for the Digital Economy, Edward
article it is sufficient to observe that the role of AI in the inventive process becomes larger, irrespective of whether the role is seen as creative or not. As will become clear below, the increasing use of AI raises relevant questions, even if the role of AI would be characterized as only that of a tool in the hands of human inventors.

C. Inventive step

10 In patent law, an invention is the result of an inventive step if it is not obvious to a skilled person considering the state-of-the-art. Central to the concept of the inventive step is the criterion figure of the person skilled in the art. According to the Guidelines for Examination, he is defined as ‘a skilled practitioner in the relevant field of technology who is possessed of average knowledge and ability and is aware of what was common general knowledge in the art at the relevant date’. The skilled person is also ‘presumed to have had access to everything in the “state of the art”’.  

11 Inventive step is assessed using the problem and solution approach. What is obvious, is a cognitive concept. In T-967/97, TBA 3.5.1 decided:  

3.2. The problem-solution approach is essentially based on actual findings about technical problems and ways to their technical solution, which objectively, i.e. without knowledge of the patent application and the invention to which it relates, were attributable to the knowledge and skills of the skilled person at the priority date.

I. What is the rationale for inventive step requirement?

15 Patent law is based on a quid-pro-quo, a contrat social. Society grants the inventor for limited times exclusive rights in exchange for publication of the invention. The other side of this medal is that no patent should be forthcoming based on a specification that does not add anything new and inventive to the existing public body of technical knowledge. The monopoly that a patent gives must

---


correspond to and be justified by its contribution to the art.23 Thereto, it is not sufficient that an invention for which a patent is sought is new, i.e. not described in full in the state-of-the-art. If the invention is novel, but nonetheless obvious to a person skilled in the art, a patent should not be forthcoming.

16 From the perspective of the patent as a contrat sociale, it does not matter so much what the relative contribution of the human problem solver and the means for experimentation, such as AI, to the invention are. The invention needs to require more than can be achieved with the skills and knowledge of the skilled person or with normal means of experimentation. The main point is that a patent is granted only for an invention that society does not have at its disposal and that it would not easily obtain. Only if this condition is met, the grant of a patent constitutes an acceptable quid-pro-quo.24 In this sense, it is in line with the traditional rationale of the inventive step requirement that it should not matter that AI has functioned as the inventor or as a tool. The mandatory disclosure of the inventions as a necessary condition for receiving a patent is an important reason to deem patent protection for inventions by AI desirable.25

17 This may be different if in a distant future the role of the human problem solver is marginalized, and generally available Artificial General Intelligence (AGI) solves new technical problems on its own with the help of freely available datasets. In such a situation, it could be argued that society has the solution to new technical problems as good as at its disposal and patent law may no longer be needed. It is however clear that this is a scenario for a very distant future and given the many uncertainties with which it is surrounded, it does not make much sense to explore this further, since it would be highly speculative.26

II. AI and inventive step

18 Inventions that a person skilled in the art can arrive at with the help of means for experimentation that belong to his normal toolkit, do not meet the inventive step requirement. To the extent that the means for experimentation become more performant, for example using AI, the nominal person skilled in the art is better versed in the solution of technical problems. This will raise the bar for inventiveness, since inventiveness is that which is beyond the capability of the person skilled in the art, i.e. that which only can be achieved by deployment of the capabilities and means of an inventor. Hence, the bar for inventiveness is raised.

19 Whether the role of the means, such as AI, is creative or not does not matter so much for inventive step. The following example may illustrate this. If the EU Commission succeeds in its policies to create an environment in which the sharing of data becomes commonplace, a person skilled in the art would likely be found to have more data at his disposal as normal means for experimentation. Even if the models and algorithms underlying the AI programs that a PSITA has at his disposal would not change, the PSITA may become more performant and the bar for inventiveness would rise. However, the mere possession of more data is not creative.

20 It may seem as if the question how the requirement of inventiveness should be applied does not raise particular problems. However, a larger role of AI requires that AI means that are normal in the art can be distinguished from other, potentially more performant AI means.27 Can this be done?28 It will not be too difficult to establish which AI means are used ‘normally’ in each art. However, it is much less self-evident to obtain a clear picture of the problem-solving capabilities of a normal means if these means involve AI and datasets.


27 Ana Ramalho, ‘Patentability of AI-Generated Inventions: Is a Reform of the Patent System Needed?’ (February 15, 2018) <https://ssrn.com/abstract=3168703> or <http://dx.doi.org/10.2139/ssrn.3168703>, p.24-25 notes that it should be possible to know whether an invention came about with the help of AI and that studying trends in the pertinent industry could provide the answer. She does not explore how to assess inventive step once it has been established that it is normal in the pertinent industry to use AI.

D. Approaches to (non-)obviousness

21 Below, three approaches for assessment of the inventiveness of AI-generated inventions are elaborated: result-based criteria, secondary indicia and a cognitive approach.

I. Result based criteria

22 This approach makes use of the automation of the inventive process: by trying to replicate the invention with a reference algorithm and dataset, a precise picture of the non-obviousness of the invention on the filing or priority date may be obtained. This approach has attracted some attention in literature.\(^\text{29}\) It is checked whether a reference algorithm – a machine skilled in the art – would be able to arrive at the same or equivalent problem solution as the inventor. If the same or an equivalent invention can be obtained with reference means without undue experimentation, the invention was apparently obvious. It was ‘just around the corner’ and does not deserve patent protection. The invention was as good as at the disposal of the public on the relevant date. At first sight, this approach holds the promise of a rigorous test for inventive step.\(^\text{30}\)

23 Even though at first sight it may be thought to bring a desired level of precision, it is not as simple as it seems. Assessing inventive step with the help of a reference algorithm raises several issues that are elaborated below. A first issue to address is the selection of the data on which the algorithm would operate. Three options for the selection of data on which the algorithm operates can be derived from patent law. They are elaborated below.

24 This dataset would be the best starting point to compare the merits of different algorithms. Nonetheless, the choice of these data would raise several questions. First, the data used by the applicant, may very well be a specialized data collection. The data collection may and often does contribute to the outcome. Letting the reference algorithm work with the same data as the applicant’s algorithm, isolates nicely what the contribution of the algorithm to the inventiveness is, because other conditions are kept unchanged. If the algorithm takes the place of the person skilled in the art and becomes the machine-skilled-in-the-art this would show what the machine-skilled-in-the-art can do and what is beyond its capabilities and hence, inventive.

25 However, in patent law, it does not matter whether inventiveness is the merit of the algorithm or the merit of choosing a large, specialized, information-rich, and non-public dataset. This is no different from invention-by-humans. An averagely able person skilled with means for experimentation that go beyond what is normal in the industry may arrive at inventive solutions for technical problems. Mutatis mutandis, an ordinary algorithm operating on a rich dataset may come up with inventive solutions. If the crux is in the data and the reference algorithm uses the same data as the inventor, it would arrive at the invention and it may seem as if the invention does not involve an inventive step. However, this only occurs because a highly rich and valuable (non-public) dataset is treated as if it belongs to the state-of-the-art or is a normal means at the disposal of the machine-skilled-in-the-art. Hence, it would still be necessary to find out whether there is inventiveness that derives from the dataset.

26 This approach presumes that the patent applicant makes the dataset he used available for inspection. This may be welcomed by the European Commission, that currently is creating an environment that invites data sharing.\(^\text{31}\) For patent applicants however, sharing datasets may make patent law less attractive as an instrument to protect AI inventions, when datasets are used that are non-public and where their non-public nature contributes to the value of the dataset.
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Perhaps a confidential disclosure of the dataset to the patent examiner may help, but this would immediately raise serious questions about the verifiability of the work of the patent examiner, for example in opposition procedures or before court.

A further drawback of the approach discussed here, would be that it may not be very efficient, to first check whether inventiveness derives from the algorithm and subsequently check whether it derives from the dataset. This is relevant because patent offices look at AI with an eye to make their examination processes more efficient.  

In conclusion, the use of the same dataset that the patent applicant used to assess inventiveness with the help of a reference algorithm does raise issues in terms of confidentiality, transparency of the patent examination and efficiency of the same. Therefore, the question arises whether it may be possible to use different datasets.

2. Data as a normal means of experimentation

If the reference algorithm takes the place of the person skilled in the art, then reference data may be the means for experimentation that the person, or perhaps in this case, machine skilled in the art normally has at its disposal. The question is how to arrive at such a dataset. If most companies active in an art, work with non-public datasets, it may be difficult to create a dataset that represents a normal, base-level dataset used in the industry. It does not seem impossible either. With the help of experts in the field it may be possible to compose such a dataset. This dataset would then need to become public, so that it can fulfill its function a reference dataset. This presumes that with one dataset multiple technical problems can be resolved in an industry. It is however unclear whether such a general-purpose dataset exists. If each technical problem in an industry requires a bespoke dataset, this approach becomes very inefficient, if not impossible.

3. Data as part of the state-of-the-art?

Art. 54(2) EPC defines the state-of-the-art as ‘everything made available to the public by means of a written or oral description, by use, or in any other way, before the date of filing of the European patent application.’ Although the state-of-the-art may intuitively consist of technical literature, its definition is wider and may also include data, such as patient data. Traditionally, patient data would not give the PSITA much information absent a thorough analysis of the data. Such analysis may require more ingenuity than can be expected from a PSITA. However, with AI on hand, analysis is less of a burden. Hence, mere data can very well be seen as part of the state-of-the-art. If and to the extent that information is seen as state-of-the-art, the PSITA (or MOSITA) is assumed to have access to everything in the relevant state-of-the-art.

In this approach, the reference dataset would consist of the most relevant data that are publicly available. In this case, there would be no difficulty with confidential or secret data. It may also allow to create a rather large dataset, especially if many data would be available under non-commercial licenses. Theoretically, a large dataset has the effect of heightening the bar for inventiveness. The extent to which this effect occurs, depends on what prove to be the most relevant datasets: the public or the private ones.

A difficult question remains how to compose the reference dataset. With one general dataset for an industry, that can be used for all inventions-by-AI in the sector, a high level of efficiency in assessing inventive step may be achieved. It is not so clear whether this would result in a rather low standard for inventive step. In particular if inventors adapt the datasets they use to the problem at hand, one general reference dataset may constitute a low bar. Theoretically, another option would be to compose a bespoke reference dataset from public data for each invention, but this would probably be too inefficient and give rise to lengthy discussions about what should and should not be included in the dataset. Yet another option would be to include all data that are public in the dataset. The question is whether that would not result in an unacceptably long calculation time.

This approach and the other approaches have as a side-effect that it is worthwhile for companies to create information-rich datasets that are not shared and not part of a reference dataset. That is a way to make sure that the inventive step hurdle can be negotiated relatively easy. It would thus work against the policy of the EC to entice companies to share more data. Here, the idea that sharing data helps the collective European industry forward stands diametrically opposite of the individual interest of a company to create a unique dataset as a strategic advantage in competition and patenting.

In conclusion, literature about inventive step of AI inventions tends to focus on the algorithm. The data and in particular the selection of the data that the algorithm operates on are at least as important and raise difficult questions.

Also in relation to the algorithm difficult issues may arise. Inventive step is assessed by trying to arrive at the invention with a reference algorithm and a reference dataset. By comparing the outcomes, hopefully something conclusive can be said about the non-obviousness of the invention under scrutiny. The question is to what extent every new problem requires new modelling and adaptation to the algorithm. This may make it difficult to develop an algorithm that functions as a reference. If a more general algorithm delivers weaker results than a tailored algorithm, a general reference algorithm may set the bar for inventive step too low. If a reference algorithm can replicate the invention then this is a strong indication of obviousness. However, if the algorithm does not arrive at the invention, this gives much less information and is probably not usable as a conclusive argument for finding that the invention involves an inventive step.

**II. Secondary indicia**

A second approach, to assess the (non-)obviousness of inventions by AI is to allow secondary indicia to play a bigger role in inventiveness. With the secondary indicia, regard is being had to other objective and externally perceptible circumstances often of an economic nature. A prime example of a secondary indicium is the long felt want. A solution for a technical problem is an indicium of inventiveness, if there has been a longstanding need for the solution while nobody appears to have been able to provide a solution despite attempts to find a solution. Another secondary indicium is the one-way street argument. A surprising solution to a technical problem may nonetheless be obvious, if the PSITA would have arrived at the solution in the fullness of time, because the prior art steers the PSITA in the direction of the solution. In the context of AI, if the prior art steers the PSITA towards the use of a certain model, algorithm and dataset and this combination leads to the invention, then the invention is obvious, even if the way in which the invention solves the technical problem is surprising.

Currently secondary indicia have a supporting role in the assessment of inventiveness. The primary test for inventiveness is the problem and solution approach. In literature, the idea has been put forward to give secondary indicia a more prominent role in the assessment of inventiveness, in particular in view of the difficulty of assessing inventiveness of inventions by AI. Secondary indicia most certainly can play a useful role in the assessment of inventiveness of such inventions. The question remains whether sole reliance on secondary indicia for AI inventions is not an admission of weakness. Secondary indicia are merely auxiliary considerations for finding an inventive step. They are mainly relevant in cases where an objective evaluation of inventive step leaves room for doubt. If with some AI cases secondary indicia would be the only criterion because an objective evaluation is not possible, this would be a step backwards. It is the question whether AI changes the assessment of inventive step so drastically that such a step would be necessary. The next section addresses this question.

**III. A cognitive assessment**

An invention involves an inventive step, if, given the closest prior art, the PSITA would not arrive at the invention. The PSITA is ‘artificial’. It is not a real existing person, but a criterion figure. The knowledge and capabilities ascribed to the PSITA are in essence the general, shared technical experience in a field.

Often inventiveness is based on the effect or result to which the invention gives rise. There is an inventive step if the result or effect is not expected

---

35 In conclusion, literature about inventive step of AI inventions tends to focus on the algorithm. The data and in particular the selection of the data that the algorithm operates on are at least as important and raise difficult questions.

36 Also in relation to the algorithm difficult issues may arise. Inventive step is assessed by trying to arrive at the invention with a reference algorithm and a reference dataset. By comparing the outcomes, hopefully something conclusive can be said about the non-obviousness of the invention under scrutiny. The question is to what extent every new problem requires new modelling and adaptation to the algorithm. This may make it difficult to develop an algorithm that functions as a reference. If a more general algorithm delivers weaker results than a tailored algorithm, a general reference algorithm may set the bar for inventive step too low. If a reference algorithm can replicate the invention then this is a strong indication of obviousness. However, if the algorithm does not arrive at the invention, this gives much less information and is probably not usable as a conclusive argument for finding that the invention involves an inventive step.

37 A second approach, to assess the (non-)obviousness of inventions by AI is to allow secondary indicia to play a bigger role in inventiveness. With the secondary indicia, regard is being had to other objective and externally perceptible circumstances often of an economic nature. A prime example of a secondary indicium is the long felt want. A solution for a technical problem is an indicium of inventiveness, if there has been a longstanding need for the solution while nobody appears to have been able to provide a solution despite attempts to find a solution. Another secondary indicium is the one-way street argument. A surprising solution to a technical problem may nonetheless be obvious, if the PSITA would have arrived at the solution in the fullness of time, because the prior art steers the PSITA in the direction of the solution. In the context of AI, if the prior art steers the PSITA towards the use of a certain model, algorithm and dataset and this combination leads to the invention, then the invention is obvious, even if the way in which the invention solves the technical problem is surprising.

38 Currently secondary indicia have a supporting role in the assessment of inventiveness. The primary test for inventiveness is the problem and solution approach. In literature, the idea has been put forward to give secondary indicia a more prominent role in the assessment of inventiveness, in particular in view of the difficulty of assessing inventiveness of inventions by AI. Secondary indicia most certainly can play a useful role in the assessment of inventiveness of such inventions. The question remains whether sole reliance on secondary indicia for AI inventions is not an admission of weakness. Secondary indicia are merely auxiliary considerations for finding an inventive step. They are mainly relevant in cases where an objective evaluation of inventive step leaves room for doubt. If with some AI cases secondary indicia would be the only criterion because an objective evaluation is not possible, this would be a step backwards. It is the question whether AI changes the assessment of inventive step so drastically that such a step would be necessary. The next section addresses this question.

39 An invention involves an inventive step, if, given the closest prior art, the PSITA would not arrive at the invention. The PSITA is ‘artificial’. It is not a real existing person, but a criterion figure. The knowledge and capabilities ascribed to the PSITA are in essence the general, shared technical experience in a field.

40 Often inventiveness is based on the effect or result to which the invention gives rise. There is an inventive step if the result or effect is not expected

---


36 Daniele Fabris, ‘From the PHOSITA to the MOSITA: will “secondary considerations” save pharmaceutical patents from artificial intelligence?’ (2020) 51 IIC (6), 685-708, p.698-703.
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According to the collective experience in the field. Since this criterion looks at the result or effect of an invention, the way in which the invention came about is not of particular importance. This indicates that the criterion is usable irrespective of the way in which the invention came about and in particular, irrespective of the extent to which AI has been used in the process leading up to the invention. If in field X, a synergistic effect is not expected, this remains a valuable insight when assessing inventions having synergistic effects that came about through the involvement of AI. Therewith the existing criteria retain their value, notwithstanding literature that suggests otherwise.

That old criteria do retain their value, does not imply that the application of the criteria is not influenced by a change in the process, such as an increasing reliance on AI. A technical solution in an obvious to try situation (even if there is no particular expectation of success) is usually not inventive. That remains the same with an increasing involvement of AI. However, with AI on hand, many more permutations (possible) solutions can be tried in an efficient way. Hence, with AI an obvious to try situation may occur more often. Another example are neighbouring fields. A PSITA can be expected to look for a solution in a field neighbouring to that of the invention or in a more general field, if the neighbouring or general fields deal with similar problems and the PSITA can be expected to be aware of that field. If the process leading to the invention makes use of AI, it has to be decided too, which neighbouring or more general fields hold potential for a solution. In fact, because of greater efficiency with which AI can scour a search area, the threshold for considering a field as a potential source for a solution may be lowered. Hence where nominally the same rules are applied the result of application may be different. These examples suggest that the threshold for inventive step would rise. That is only a natural development in a situation in which AI makes inventing easier.

AI may be used to arrive at the invention, while practicing the invention does not involve AI. An example may be NASA’s antenna, mentioned above. AI comes up with the design of the antenna, but building an antenna according to the design does not involve AI. In such a case human experts can and will study the design of the antenna and enrich their knowledge of the field. The use of AI does not mean that human expertise stagnates. With expanding knowledge of the field, the threshold for inventive step rises.

AI may also be part of the invention. An example could be a medication delivery system that based on data about the patient to be treated, calculates a personalized dosage that is optimal for the individual patient. In such a situation, it may not be so easy to see how the invention works. However, application of the invention would most likely require some insight in the way the invention works, either to convince potential users or for compliance with safety or environmental regulations. Although there may be applications that are not so critical that insight in the inner workings of the AI is needed, many will require some form of transparency. It is therefore too early to categorically say that humans skilled in the art have no insight in how AI works and wouldn’t be able to assess inventive step.

The cognitive approach may no longer work if in a distant future the inventive process is laid completely in the hands of AI and a collective human understanding of the technical field would disappear because of lack of need for it. It is at present unclear whether such situation will ever occur. Given the present uncertainties about such a situation it is too early to discuss such a situation. Moreover, might such a situation occur then bigger questions than inventive step would need to be addressed first. For example, if AI takes care of inventive processes from A-to-Z, would such mean that the cost of inventing dramatically decreases? If so, would that not open discussions about much profounder adaptations to patent law?

E. Conclusion

AI can help solve technical problems. The type of support from AI can vary. AI may be a simple instrument in the hands of the human problem solver. AI may also come up with the central idea underlying an invention. Patent law is open to protection of new and inventive technical solutions, also if they arise from the use of AI. In literature, the question has been raised how to assess inventive step in case AI is used to arrive at an invention. At first sight, patent law can easily deal with this situation. As ever more sophisticated AI means enter the normal toolkit of the PSITA, the bar for inventiveness will rise automatically. It is also relatively easy to establish what AI means are normally used in an industry. However, it is more difficult to assess

---

41 T 1814/11 (Synergistische Fungizide Mischung/BASF SE) of 6.2.2013, at 3.5.


43 T 0176/84 (Pencil sharpener) of 22.11.1985, at 5.3.1.
what the capability of normal AI means is. This article distinguishes three approaches. A first approach seeks to define reference AI means. These means can be used to try to replicate an invention, whereby the idea is that if the reference means fail, the invention must be inventive. This approach has attracted attention in literature and on first sight, is also interesting from the perspective of increasing efficiency of the examination processes in patent offices by harnessing the possibilities of AI. This article is critical of this approach. Literature about this approach has focused on reference AI algorithms, but largely ignored the issue of the datasets on which the algorithms operate, even though the data is of critical importance to the problem solving capacity of AI. When seeking to define reference datasets, it appears that values such as effectivity, transparency, verifiability and efficiency may come under pressure, making this approach less attractive. A second approach circumvents the issue by focusing on secondary indications of inventiveness. The question is whether secondary indicia give robust enough results. A third approach, revisits what it actually means that AI is used in inventive processes and how the problem and solution approach is used in practice. It appears that the use of AI does not mean that human involvement is marginalized. A human understanding of what inventive results are does not disappear and can co-evolve with the use of AI. Current means of assessing inventive step remain relevant at least until a general artificial intelligence makes its appearance and that lies in a future that is too far away, to be of current concern.