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Abstract: Recently, political voices have stressed the need to introduce a right to be forgotten as new human right. Individuals should have the right to make potentially damaging information disappear after a certain time has elapsed. Such new right, however, can come in conflict with the principle of free speech. Therefore, its scope needs to be evaluated in the light of appropriate data protection rules. Insofar, a more user-centered approach is to be realized. “Delete” can not be a value as such, but must be balanced within a new legal framework.
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A. Introduction

1 In 2010 a first legislative project was developed in France that envisaged the creation of a “right to be forgotten” online.1 Subsequently, not much concrete information was made available about the proposed law, which was intended to force online and mobile firms to dispose of e-mails and text messages after an agreed-upon length of time or at the request of the individual concerned. In November 2010, the EU Commission took up the idea of introducing a right to be forgotten in the context of the ongoing revision of the Data Protection Directive 95/46;2 the outcome of the vague proposal is still uncertain.

2 The right to be forgotten in the context of digital memory and/or data retention was only recently proposed as a fundamental right; however, its inherent background concept has been a discussion topic in Continental Europe and in the United States for many years. The main example in court practice and legal doctrine concerned persons who were convicted in court and who wanted to make this information disappear after a certain time period had elapsed.3 In the United States, the lists of sexual offenders living in the neighborhood that are partly published on the Internet are topics of debate. A specific “case” is described in Mayer-Schönberg-er’s book Delete: The Virtue of Forgetting in the Digital Age.4 Stacy Snyder, a 25-year-old former education student at Millersville University School of Education in Pennsylvania, was confronted with a professor who became aware of a picture of her from a party posted on her MySpace web page, showing her drinking from a plastic cup and wearing a pirate’s hat (captioned “drunken pirate”). The professor informed the school authorities dealing with Stacy’s file, who thereupon refused to grant the young woman the diploma she had earned, stating that her conduct was “unprofessional” and that she had, albeit indirectly, encouraged young people to drink. Stacy’s attempt to reverse the decision in court on the basis of her right of free speech failed.5

3 As mentioned, the term “right to be forgotten” has only recently been created. A decade ago, however, a similar term, namely the “right to forget,” was already a topic of debate.6 But viewed precisely, the active and the passive side of the “forget” medal are not identical, and the right to be forgotten should not be confused with the right to forget as happens frequently in blog discussions.7 The “right to forget” refers to the already intensively reflected situation that a historical event should no longer be revita-
This contribution looks at the direct and indirect traces that lead from the general personality right to a specific right to be forgotten, it analyzes some key data protection concepts in light of the actual implementation of such a new and fundamental right, and finally it takes possible legal and technological limits of this proposed right into account.

B. Substance of the Right to Be Forgotten

I. Basis in the Right of the Personality

1. Continental Europe

In Continental Europe, the right to be forgotten can be considered as being contained in the right of the personality, encompassing several elements such as dignity, honor, and the right to private life. Manifold terminologies are used in the context of the right of personality – mainly the right for the (moral and legal) integrity of a person not to be infringed and for a sphere of privacy to be maintained and distinguished. The (privacy) right to indeed keep certain things secret has already been arguably extended to the right of Internet users not to make their activity trails available to third persons. Essentially, rightholders are relying on their own autonomy to individually decide on the possible use of their own data.

2 In most Continental European countries, there is wide court practice available delineating the extent to which (Internet) media have a right of their own to reveal information about a specific person, who in turn may claim the right to enjoy the protection of private life (privacy).

Switzerland is a good example for the development of the right to be forgotten. After a first ground-breaking decision forbidding an artist to present a painting of the famous late Swiss painter Hodler in an art gallery, courts have mainly dealt with situations in which a convicted person wanted to avoid information about earlier criminal records (of an official or unofficial nature) being drawn to public attention: Since criminals do not remain of interest to the public indefinitely, the public should not have access to the respective records after a certain time period. For the courts, the discretion in interpreting the term “substantial amount of time” that has passed since the occurrence of criminal activity, therefore removing the interest of the public in being reminded of these events, is rather broad; obviously the evaluation depends upon the circumstances, such as which information is no longer of public interest and possibly counterproductive to the goal of rehabilitating the person in question. Consequently, privacy concerns might preclude the media from revealing certain truths and previously publicized facts if the information is no longer newsworthy, but when the information about the past is still needed to protect the public in present times, a right to be forgotten cannot be invoked.

Similar discussions are also being held in other Continental European countries. In Germany, for example, following the famous Lebach decision of the Constitutional Court, several court proceedings have taken place in view of a possible interpretation of the right to be forgotten; court practice has thereby applied a differentiated approach, evaluating the circumstances of the case (push or pull service, importance of criminal activity, etc.). Apart from the question how relevant criminal records should be after the expiration of a certain time period, aspects of involvement in political movements (for example, during World War II or as a member of the ruling party in the former German Democratic Republic) are also debated issues. Furthermore, the Spanish Data Protection Authority (EAPD) recently accused Google of invading the personal privacy of users, arguing that the company was in breach of the right to be forgotten as acknowledged in the laws of Spain.

During the last decades, national court practice has been condensed and further developed in the judgments of the Human Rights Court in Strasbourg based on the European Convention on Human Rights (hereinafter ECHR). The Human Rights Court in Strasbourg has rendered many decisions by applying a balance-of-interests test between the fundamental right to privacy (Art. 8 ECHR) and the freedom of speech (Art. 10 ECHR); however, the right to be forgotten has not yet been specifically addressed. In the case of Caroline von Hannover, who (unsuccessfully in Germany) initiated legal actions against photographers who took pictures from her daily life involving activities of a purely private nature, the Human Rights Court at least expressed the opinion in the field of traditional media that the information distribution should be limited by the interest of the concerned person not to make public very personal or even intimate information, and that the state...
This restrictive approach also seems to be the reason why the case of Andrew Feldmar, who had a criminal record because of violating anti-drug laws by taking LSD in his younger years, is discussed at length by Mayer-Schönberger from a US perspective under a data retention angle;31 if this case had happened in Continental Europe, the appreciation would “naturally” have been done under the aspects of personality rights as described above (and would probably not have caused any specific problems related to the digital memory of the Internet).

II. Limits of the Right to Be Forgotten

13 The EU approach mentioned above (similarly to the earlier French approach) would introduce a right to be forgotten that would allow an individual to have his or her data deleted. However, the proposal so far does not clearly explain how this right could actually be enforced or how the deletion could be done in practice. Various problems in this context must be taken into account:

14 Privacy or a right to keep personal information confidential can be in conflict with other rights, such as free speech, and other privileges related to the free use of the web. Obviously, as already outlined, there is a court practice that balances the interests of privacy advocates against the freedom-of-speech defenders, and trade-offs are also needed in the real world.33 Nevertheless, in the context of Internet communications, legal doctrine clearly refers to the fact that protection of the right to privacy is so difficult since it would mean “a right to have the government stop you from speaking about me.”34 Furthermore, this traditional concept is increasingly confronted with the fact that social networks such as Facebook are assuming an information-transporting function that might extend the implied consent of the person concerned (like Stacy Snyder) to upload a photo. In addition, the question remains whether the right to be forgotten is actually a “privacy” right since privacy concerns information that is not publicly known. In contrast, the right to be forgotten would turn public information into private information at a certain time by no longer allowing third persons to access such information.35

15 A further (practical) obstacle consists in the fact that Internet users consider censorship damaging and go to lengths to circumvent it. As recent experiences with the attempt of many governments to block access to the Internet have shown,36 interested persons generally find a way to communicate electronically. With improved technology, it is becoming increasingly difficult for governments and private persons to contain certain information.

16 Finally, a cultural aspect must be taken into account: The question needs to be raised to what extent society has changed, as assumed for example by Mark Zuckerberg of Facebook.37 Many people seem happy to make the trade-off in favor of sharing more about themselves in exchange for services and convenience (or they are at least not aware of the consequences of their behavior).38 The enforcement problem is also confronted with the (legal) question whether the
government should “punish” those who use information that someone has voluntarily published on the Internet; legally, the time-oriented range of a given consent to publish is at stake.

Privacy protection must equally be reflected against the background of disclosure related to data that are, in fact, collected. This approach would require better monitoring by websites; when used correctly, these systems benignly aggregate information about behavior online. Indeed, first attempts have been undertaken to establish a search engine industry that would offer services to “bury” information which an Internet user may want to have forgotten so that it only turns up deep in any search results. Insofar, sophisticated technology could play an important role in the information-gathering spectrum in the future.

As shown, the environment for a new fundamental right to be forgotten is complex. Therefore, it is worth evaluating whether or to what extent general data protection principles can contribute to the concretization of such a new right.

C. Right to Be Forgotten as Data Protection Promoter?

I. Origins of Data Protection as Privacy Condensation

Some one hundred years ago, Supreme Court Justice Louis Brandeis stated the famous sentence: “Publicity is justly commended as a remedy for social and industrial deceases. Sunlight is said to be the best of disinfectants; electric light the most efficient policeman.” Some twenty years earlier, Brandeis, together with Samuel Warren, advocated for the right to privacy. This concept, pioneered in 1890, was created to protect an individual’s sphere of confidentiality; in particular, the right to privacy was understood as the “right to be let alone.” This right focuses on commercial matters, business methods in general, and also on governmental actions. Some years later, Brandeis referred in a dissenting opinion to “subter and more far-reaching means of invading privacy [that] have become available.”

The general legal and even philosophical approach of Warren/Brandeis did not immediately lead to legislative actions and was mainly directed against data collections undertaken by governmental agencies and large corporations; the “right to be let alone” did not encompass the right to be forgotten. Moreover, only after World War II and the first economic recovery in Europe did national governments realize that data protection issues must be tackled. Historically, the movement is also linked to the development of the first big computer machines. Furthermore, an obvious tension exists between data protection and information access: The design of the scope of one’s area of rights influences the other’s area of rights, i.e., an extension of data protection diminishes information access rights and vice versa. The following overview of the release of data protection laws as well as information access laws (as the other side of the information flow coin) shows that this interrelation has often not been properly taken into account.

<table>
<thead>
<tr>
<th>Country</th>
<th>Data Protection Law</th>
<th>Information Access Law</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sweden</td>
<td>1973</td>
<td>1766</td>
</tr>
<tr>
<td>USA</td>
<td>1974</td>
<td>1966</td>
</tr>
<tr>
<td>Germany (Brandenburg)</td>
<td>1977</td>
<td>1999</td>
</tr>
<tr>
<td>France</td>
<td>1978</td>
<td>1978</td>
</tr>
<tr>
<td>Norway</td>
<td>1978</td>
<td>1970</td>
</tr>
<tr>
<td>Denmark</td>
<td>1978</td>
<td>1985</td>
</tr>
<tr>
<td>Austria</td>
<td>1978</td>
<td>1987</td>
</tr>
<tr>
<td>Iceland</td>
<td>1981</td>
<td>1998</td>
</tr>
<tr>
<td>Australia (on national level)</td>
<td>1982</td>
<td>1982</td>
</tr>
<tr>
<td>Quebec (Canada on national level 1983) level)</td>
<td>1982</td>
<td>1983</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>1984</td>
<td>2000</td>
</tr>
<tr>
<td>Finland</td>
<td>1987</td>
<td>1951</td>
</tr>
<tr>
<td>Netherlands</td>
<td>1988</td>
<td>1991</td>
</tr>
<tr>
<td>Ireland</td>
<td>1988</td>
<td>1997</td>
</tr>
<tr>
<td>Portugal</td>
<td>1991</td>
<td>1993</td>
</tr>
<tr>
<td>Hungary</td>
<td>1992</td>
<td>1992</td>
</tr>
<tr>
<td>Switzerland</td>
<td>1992</td>
<td>1993</td>
</tr>
<tr>
<td>Belgium</td>
<td>1992</td>
<td>1994</td>
</tr>
<tr>
<td>Spain</td>
<td>1992</td>
<td>1992</td>
</tr>
<tr>
<td>New Zealand</td>
<td>1993</td>
<td>1982</td>
</tr>
<tr>
<td>Italy</td>
<td>1996</td>
<td>1990</td>
</tr>
<tr>
<td>Greece</td>
<td>1997</td>
<td>1986</td>
</tr>
</tbody>
</table>

As shown, data protection laws have developed over the last 50 years, and the building of coherence with Internet access rights is remote; moreover, seen from a general angle, the release of data protection provisions has gone along with particular technological developments; insofar, four generations of norms can be distinguished:

First-generation laws: The legal provisions were a reaction to the attempt of governmental and private organizations to collect data in central databases, thereby realizing a “big technical risk.”

Second-generation laws: Over time, data collections moved from big machines to small, decentralized IT equipment in governments and businesses. This has changed the scope of the
risk potential and caused the legislator to include a broader number of entities in the regulatory framework.

- **Third-generation laws**: Due to increasing data collection activities, the need for the constitution of an individual right to self-determination and participative concepts became apparent.

- **Fourth-generation laws**: In view of the fact that self-determination rights have not worked out as envisaged in reality, the need for sectorial data protection provisions – and in particular of data security rules – gained importance.

22 As a lesson from the historical developments described above, the conclusion can be drawn that reliance on an individual (human) right has proven not to be satisfactory in all respects. In particular, the autonomy of the individual in respect of the use of his/her data cannot be considered as an uncontested principle. Consequently, this experience should be kept in mind with regard to the proposed implementation of a new “right to be forgotten.”

II. Data Protection as a Cluster Concept

23 Already 40 years ago, Arthur R. Miller described the risk of an assault on privacy; ten years ago, legal scholars invoked the notion of the “death of privacy.” Indeed, privacy is at risk; however, awareness has been rising over the last few years and legislative activities are taking manifold directives. Nevertheless, as Anne Cheung convincingly points out, the Internet “requires us to re-examine privacy as a concept.” In order to come to a stable framework for legal provisions and to identify the possible scope of a new fundamental “right to be forgotten,” the sociological and philosophical basis of privacy must be evaluated in more detail.

1. Foundation of Privacy Elements

24 According to Lisa Austin, “technology creates privacy issues that appear to fall outside the bounds of our traditional analysis ... we need to sharpen and deepen our understanding of traditional concerns regarding privacy in order to respond to these new situations.” Consequently, a multi-dimensional approach is required, and privacy must encompass “the ability to control and limit physical, interactional, psychological and informational access to the self or one’s group.” (i) The physical dimension refers to how physically accessible an individual is to others; (ii) the psychological dimension looks at an individual’s right to decide with whom he or she shares personal information as well as the control of affectionate/cognitive inputs or outputs (e.g., non-verbal communication); (iii) the social dimension encompasses the ability to control social interactions; and (iv) the informational privacy dimension addresses an individual’s right to reveal personal information to another.

25 Recently, Hayden Ramsay identified five forms of privacy and analyzed them from a philosophical angle: (i) The first privacy element refers to the control over the flow of information, in which freedom and individuality are not considered the only values of social life, but also truthfulness and practical wisdom; furthermore, privacy should not be limited to controlling information but extended to the risk of invasion of privacy. (ii) The second privacy element concerns the freedom from interference and observation; insofar, according to Ramsay, the threat of loss of autonomy does not adequately explain the meaning of violation and danger people experience with the most serious attacks on their privacy. (iii) The third privacy element looks at the maintenance of a sphere of inviolability around each person, which can be seen as a substantial moral good contrasting to the lack of respect for the value of persons. (iv) The fourth privacy element constitutes the need for solitude as already discussed by Warren/Brandeis. (v) The fifth privacy element can be identified in the term of “domesticity,” asking for safety from observation and intrusion.

26 In light of the many privacy elements described above, data protection constitutes a “complex concept” requiring a consideration of these elements in view of their structural interrelations; consequently, the realization of a “cluster concept” seems to be unavoidable. Such a “clustering” of data protection should concern a concept that ranges over information, access, and expressions. Thereby, autonomy must play an important role, also in view of the possibility to adequately react to new developments. The multi-dimensional nature of such an approach looks at informational privacy, accessibility privacy, and expressive privacy; these three aspects need to be combined and condensed to theories of privacy that include control over information, limited access, and personhood. Informational privacy refers to control over information, accessibility privacy focuses on central observations of physical proximity, and expressive privacy protects a realm for expressing one’s self-identity. In view of a new “right to be forgotten,” the relevant aspects of this cluster need to be identified, analyzed, and condensed into a rights structure.
2. Need for a More User-Centered Approach

The elements described above as a "cluster concept" must be realigned in view of the rights-oriented appreciation that data protection as a condensation of privacy is a "value" that needs to be understood as an aspect of autonomy of individuals containing both freedom from undue demands to conform and freedom to control one's own information. Among the different constituents of privacy, autonomy is a key element. This element advocates for a more user-centered approach encompassing a broad transparency range. When users are online, it must be clear what is happening, who/where personal information is sent to, who is collecting this personal information, as well as if and how such personal information is being transferred to third parties. In particular, users need to be provided with understandable and (in light of the good faith principle) acceptable terms of services, including options to influence the collection of personal information.

The more user-centric approach leads to theories looking at default licensing rules of personal information, thus ensuring that individuals retain their control (and power) over their information. This could preserve flexibility based on accepted mechanisms rather than relying on complex (and somewhat rigid) legal tools. Another voice proposed focusing on the context in which information gathering and dissemination takes place; insofar, rights protecting individuals' information power could ensure that this context aspect remains connected to the personal data (a corollary to the purpose limitation principle). Consequently, it is argued that the concept of property is sufficiently flexible and adjustable to work for information privacy. Seen from this angle, privacy is understood as a bundle of interests related to information property that can be shaped through the legal system.

Another approach applies a taxonomy based on the transactional scenarios and distinguishes between information collection (surveillance, interrogation), information processing (aggregation, identification, insecurity, secondary use, exclusion), information dissemination (breach of confidentiality, disclosure, exposure, increased accessibility, blackmail, appropriation, distortion), and invasion (intrusion, decisional interference). This concept begins with the data subject (the individual) from which various entities (other people, governments, businesses) collect information. The qualification of the processing of information depends on the harmfulness of the respective activities. The next step consists in the information dissemination, which brings the potential control of the information even further away from the concerned individual. Finally, privacy could be (illegally) invaded by third persons.

30 More attention should also be paid to the perspective of understanding information privacy in a functional sense as a type of public value since it benefits and shapes society. From this vantage point, information privacy shows characteristics of a commons that requires some degree of social and legal control to construct and then maintain; consequently, data protection approaches are becoming a part of social policy. In this sense, the privacy commons is a multidimensional "territory" that should be ordered through legislation structuring anonymous and semi-anonymous information spaces; therefore, the propertization of personal information should be limited to the extent it undermines the privacy commons.

31 In a nutshell, the different models described rely to a great extent on individual autonomy. Autonomy as such could mean that the individual is entitled to control the information. However, such an approach does not take into account the public interests (such as order public, security interests, etc.). Therefore, the application of a balancing test seems to be unavoidable. Before going into the respective details, the theoretical approaches already discussed in this field will be evaluated.

III. Privacy Risks' Mitigation by Data Protection Rules

1. Potential Legal Responses

a. Overview

The most extensive attempt to apply data protection principles in the context of the right to be forgotten has been undertaken by Mayer-Schönberger. In his seminal book Delete, which is inspiring intensive debate in the United States but is not yet fully appreciated in Europe, Mayer-Schönberger discusses in depth seven potential (legal) responses that could mitigate the ills of digital memory. Six of these responses are described in relatively short comments, while the seventh is explained in far-reaching detail:

- Digital abstinence. At first sight, the solution of digital abstinence seems to be simple and straightforward since it is based on choice and autonomy (at least in transparent circumstances): If persons are staying away as much as possible from interactions that require revealing information to others, less "critical" information will be available. However, several problems cannot be overlooked: Digital abstinence is definitely based on individuals' knowledge and preferences not being identical throughout the whole civil society. Consequently, people's be-
behavior would have to be influenced. Furthermore, the sharing of personal information offers users values that contradict the limitation of digital memory; indeed, the participation of millions of Internet users around the world in creating content has unleashed innovative and beneficial forms of information production that would not have been possible in a world of digital abstinence. Businesses as well would have to adapt their practices and accept substantial limitations to digital remembering.

**Information privacy rights.** This approach is based on the notion and concept of informational self-determination: individuals should have control over every phase and stage of the use of their personal information. As experience has shown in practice, however, the principle of consent to data collection as an expression of self-determination is very difficult to enact; furthermore, a look at court practice also demonstrates that liability claims against data collectors not complying with data protection laws are very rare. Certain procedural measures could obviously be introduced, such as shifting the burden of proof to the data collector that the individual concerned has agreed to the digital remembering. Another approach tries to underlay the right to self-determination with a property rights concept; the elements of this concept have already been outlined.

**Digital privacy rights infrastructure.** More than 10 years ago, Lawrence Lessig suggested using Digital Rights Management (DRM) infrastructure as a means to protect technical code. DRM was developed for intellectual property rights, mainly by the (Hollywood) entertainment industry in its attempt to prevent the copying of protected works. In the meantime, even DRM’s promoters are no longer so convinced that this infrastructure provides an adequate protection measure. Even more questions are justified if DRM is to control personal information. Any system capable of making judgments would have to watch how users handle protected information. Therefore, the risk exists that a technical infrastructure of pervasive surveillance would be created (a panopticon to protect from the Internet society). Further problems concern the related costs and practicability of a new technological infrastructure.

**Cognitive adjustment.** This approach would not require changing society through the adoption of law or the development and implementation of a novel technical infrastructure, but the necessary changes would take place in the minds of civil society. Whether such a change could be realized is another question; acknowledging cognitive adaptation related to a comprehensive digital memory might be an expectation that is too ambitious.

**Information ecology.** Advocates for a more stringent and comprehensive information ecology have been raising their voice for many years and asking information processors to slow down the speed of information collection and storage. However, several conceptual weaknesses cannot be overlooked – for example, the problem that mandated information ecology might be a binary tool and that practical experience with norms trying to realize information ecology shows the difficulty of getting them politically enacted. Finally, such norms are confronted with a certain lack of built-in flexibility.

**Perfect contextualization.** This approach tries to apply the “knowledge” of technical systems in remembering information and in limiting data collection of information not related to the given context. Obviously, a technically perfect contextualization will never be possible. In addition, such systems need sustained attention, which is not always available.

Mayer-Schönberger summarizes the above six responses to the demise of forgetting under the headings of “Information Power” and “Cognition” as follows.

<table>
<thead>
<tr>
<th></th>
<th>Information Power (incl. information privacy)</th>
<th>Cognition, Decision-Making and Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Individuals</td>
<td>Digital abstinence</td>
<td>Cognitive adjustment</td>
</tr>
<tr>
<td>Laws</td>
<td>Privacy rights</td>
<td>Information ecology</td>
</tr>
<tr>
<td>Technology</td>
<td>Privacy DRM</td>
<td>Full contextualization</td>
</tr>
</tbody>
</table>

b. Expiration Dates on Digital Data in Particular

The seventh response to the demise of forgetting is the already briefly mentioned introduction of expiration dates on digital information. Mayer-Schönberger argues that, technically (design challenges for the most appropriate user interface aside), expiration dates would be relatively easy to implement (just as another type of meta-information associated with a piece of information). Thereby, the role of information processors would become more important, and the development of algorithms that would better approximate what kind of information should still be available for use would become crucial. If expiration dates on information files are not sufficient,
The development and proliferation of devices that provide “Continuous Archival and Retrieval of Personal Experiences” (CARPE) is a good example: In realizing the concept of autonomy, such technologies could improve the control over, the access to, and the record of collective knowledge, but they can also be used by third persons to exert control in their own interest. Such technologies are based on the desire for individual control over the devices, and such individual control might prove determinative in the quest for individual and collective empowerment through these technologies; however, social forces undermine the ability of all netizens to enjoy control equally. In other words, technological parameters that rest on an atomistic concept of relatively autonomous individuals do not reflect the practical reality. Therefore, CARPE devices often do not live up to their perceived potential because they do not operate in a social vacuum. In the end, this question arises: How much privacy are individuals prepared to surrender in order to achieve other purposes (such as social recognition or an increase in security)?

The ubiquitous nature of social networking nowadays is so extensive that the introduction of “expiration dates” requiring somebody (who?) to delete the information is difficult to apply in practice. Furthermore, the proposal of “expiration dates” also seems to be inadequate and deficient in and of itself since the approach focuses on self-censorship or a lack thereof, contradicting the human desire to chronicle life (to the smallest and most trivial detail) and to immortalize previously fleeting memories.

### 2. Potential Technological Responses

As already mentioned, technology also plays a role in the triangle between identity, memory, and privacy; as of now, governments and civil societies are still struggling with new technological realities. Indeed, technology can provide solutions which - if embedded adequately - can contribute to overcoming data protection concerns. In practical life, various factors are responsible for the prevailing public uncertainty with technology: Apart from a general reluctance to learn new techniques, the technology is often highly complex, making it difficult or at least cumbersome and time-consuming to apply (for example, in the context of electronic signatures). In addition, the positive aspects of technology can easily morph into negative results (from self-control to being controlled by others).

The aforementioned evaluation demonstrating some reluctance as far as technologies are concerned does not mean that any single approach should not be implemented. To the contrary, a number of technologies are available to achieve information privacy goals. In particular, Privacy Enhancing Technologies (PETs) can be oriented on the subject, the object, the transaction, or the system. Subject-oriented PETs aim at limiting the ability of other users to discern the identity of a particular organizational entity; object-oriented PETs endeavor to protect identities through the use of a particular technology; transaction-oriented PETs have the goal of protecting transactional data, e.g., through automated systems for destroying such data; and system-oriented PETs are designed to create zones of interaction where users are hidden and objects bear no traces of data streams handling them nor records of interactions. Furthermore, technical developments require assessment capacity and capability, which need to be pooled on a global level; some institutionalized format for pooling available resources of data protection agencies on an international level will have to be found, thus dipping into the resources of technology assessment institutions worldwide.

Notwithstanding the fact that technology is able to substantially back up the idea of giving each individual the possibility to autonomously control the life of his/her data, it cannot be overlooked that, in principle, technology should have a serving function; it cannot replace the legislator in designing the scope and limits of a new fundamental “right to be forgotten.”

### D. Outlook

With the increased tendency to make information of all kinds public, privacy is at risk. Notwithstanding existing and planned data protection laws, new fundamental right concepts are being developed as a consequence. Some two years ago, the German
In the form proposed by the European Union, the right to be forgotten cannot easily render a substantial contribution to an improvement of data protection. The concept is probably too vague to be successful. History has shown that human rights need to be embedded in strategies, and such strategies have to be actually used. Consequently, a clearer picture of the actual objective of a new fundamental right is necessary. The proclamation of a right to be forgotten as such does not suffice. It recalls the myth of Pandora’s box: Impelled by her natural curiosity, Pandora opened the box and all the evils contained in it escaped. Moreover, a concretization of the right to be forgotten might be achieved by more specific codes of conduct, such as the French “Code of Good Practice on the Right to Be Forgotten on Social Networks and Search Engines,” encompassing practical commitments that could become the starting point for a future international memorandum or agreement.

The right to be forgotten must be complemented with legal instruments to guide individuals and entities on how to apply data protection principles on the basis of the acknowledgement of rightholders’ autonomy. Together with such guidelines, accountability mechanisms need to be introduced and audit procedures should be established. Possible means could be privacy marks or seals from a self-regulatory regime, which would then be monitored by established data controllers according to accountability procedures applied by the program or scheme organization. Such an “evaluation” also corresponds to the democratic theory that holds governing bodies accountable in responding to the public’s interest. This would enable technical measures to be introduced much faster than legal instruments, and the technical measures would have a global scope of application that is not limited by geography. Returning to Pandora’s situation: By the time she managed to close the lid, nearly the entire contents had escaped. Only one last thing lay at the bottom, and that was hope.

* The author, who would like to thank Prof. Christine Kaufmann (Zurich) and Prof. Anne Cheung (Hong Kong) for their valuable comments, is engaged as co-investigator in the research project “In Search of a Techno-legal Framework for the Protection of Personal Data,” supported by the General Research Fund of the University of Hong Kong.

2. Communication from the Commission to the European Parliament, the Council, the Economic and Social Committee and the Committee of the Regions, A comprehensive approach on personal data protection in the European Union, COM(2010) 609 final of November 4, 2010. This approach has been repeatedly reiterated by members of the European Commission, for example by EU justice commissioner Viviane Reding in a speech to the European parliament on March 16, 2011.
3. For further details, see infra B. I. 1.
5. See http://voices.washingtonpost.com/securityfix/Decision%202008.12.03.pdf.
7. Blog discussions about the French and EU approach for introducing a new human right seem to use the two terms synonymously.
8. Substantively, this right concerns data retention and the aspect of the expiration of the data life (see infra C. III. 1).
10. See infra C. II. 2.
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